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ABSTRACT

Knowledge of a neighboring spacecraft’s potential in lunar orbit is critical for avoiding arc discharges during docking, accounting for
electrostatic forces and torques, and evaluating lunar dust contamination risks. A servicing spacecraft can passively sense a target spacecraft’s
potential by measuring energies of naturally emitted electrons from the target. While this method has been explored for geosynchronous and
cislunar applications, the effects of spacecraft ion wakes and nonmonotonic sheath formations have not been examined. These phenomena
can create potential barriers that block emitted electrons, limiting the sensing signal. Barriers arise when the spacecraft width exceeds roughly
half the electron Debye length. Wake-induced barriers persist for positive potentials while sheath-induced barriers persist for negative poten-
tials. Large targets that generate such barriers produce lower detected current densities than smaller spacecraft under similar conditions.
However, a positively charged servicer can still attract electrons, yielding a reduced but usable signal. The greatest limitation occurs when a
target is in the wake of a highly positive servicer, leading to a highly negative target that repels ambient electrons and suppresses emissions.
Mitigation strategies include avoiding this configuration or reducing the servicer’s potential to shrink the wake.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0302512

I. INTRODUCTION

Spacecraft are exposed to space plasma, which generates surface
currents and potentials on spacecraft through a process referred to as
spacecraft charging. The magnitude of the surface potential is depen-
dent on the local plasma parameters, sunlit surface area, material prop-
erties, and spacecraft geometry.1 Thus, two spacecraft or electrically
disconnected surfaces can charge differently in the same space envi-
ronment, creating a myriad of issues during proximity operations. If
the difference in potentials between two spacecraft surfaces is suffi-
ciently large, an arc discharge can occur, frying components and
potentially ending the mission.2–6 This is dangerous during docking,
particularly if one spacecraft is in the shadow of the other, as eclipsed
spacecraft typically charge more negative than sunlit craft due to the
lack of photoelectron emissions and ion flux.7–9 Charged spacecraft
can also exert electrostatic forces and torques on each other during
proximity operations, which introduces unexpected perturbations that
can require extra maneuvers and fuel to counteract.10 In the cislunar
regime, a lunar lander contaminated with regolith can contaminate the
moon-orbiting vehicle it docks with. The surface potential of the
ascending lander influences the lunar dust trajectories and contamina-
tion danger, as is shown with simulations of the Human Lander
System docking with the Lunar Gateway.11

Knowledge of a nearby object’s potential is critical for mitigating
the dangerous effects of spacecraft charging during proximity opera-
tions. Touchless potential sensing techniques have been investigated to
determine the potential of a neighboring spacecraft in Geosynchronous
Earth Orbit (GEO) and cislunar environments. Active methods of
touchless potential sensing involve a servicing spacecraft aiming an elec-
tron beam at a target spacecraft to excite secondary electron (SE)12–15

and x-ray emissions,16–18 or an ultraviolet (UV) laser to excite photo-
electron emissions.19 Passive methods rely on the x-ray and electron
emissions naturally excited by the environment.12,20–22 The flux of emis-
sions measured by the servicer is typically lower for passive vs active
sensing, but passive potential sensing is useful when active sensing
methods may cause damage to sensitive components or induce
unwanted charging. For all methods, the energy of the emissions is mea-
sured by the servicer and used to determine the potential of the target
with respect to the servicer (Fig. 1). The servicer can determine its own
potential using existing tools,23–25 and the potential of the target is
deduced.

Most of the touchless potential sensing research outlined in the
previous paragraph has been conducted assuming GEO-like plasma
conditions. In recent years, international enthusiasm for cislunar space
has led to an increased number of missions, including Intuitive
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Machine’s Odysseus spacecraft,26 India’s Chandrayaan-3 lander,27

China’s Chang’e-6 spacecraft,28 and Japan’s SLIM spacecraft.29 Lunar
Gateway is also currently being constructed by multiple partners around
the globe and will provide a sustained human presence around the
moon.30 With more spacecraft and cislunar proximity operations, touch-
less potential sensing should be extended to cislunar space. However,
plasma conditions in the cislunar solar wind and magnetosheath envi-
ronment present new challenges for touchless potential sensing techni-
ques, including shorter Debye lengths, spacecraft wakes, and
nonmonotonic sheaths. The Debye length is a measure of how far a
charge’s electrostatic effect persists, and while touchless sensing is feasible
despite short Debye lengths,31 this is the first study to address the effects
of wakes or nonmonotonic sheath formations on touchless potential
sensing, which are not expected to form in the GEO environment.

This work aims to determine the conditions under which space-
craft wakes and nonmonotonic sheaths form around moon-orbiting
spacecraft in the solar wind and their impact on electron emissions
used for passive potential sensing. An overview of the environment
and spacecraft–plasma interactions investigated is presented in Sec. II.
The simulation setup in the spacecraft–plasma interaction software
(SPIS) is presented in Sec. III. The spacecraft wake and nonmonotonic
sheath formation are characterized for varying spacecraft sizes and sur-
face potentials in Sec. IV. The impact of these formations on passive
touchless potential sensing and the feasibility of passive potential sens-
ing are investigated in Sec. V. Section VI presents the overview and
conclusions of this work.

II. CISLUNAR ENVIRONMENT AND INTERACTIONS

The moon orbits through Earth’s magnetosphere and out into
the flowing solar wind, passing through a range of plasma

environments. Several missions have helped characterize the cislunar
plasma environments, including the Apollo missions,32–34 the Wind
spacecraft,35 the Lunar Reconnaissance Orbiter (LRO),36 and the twin
Acceleration, Reconnection, Turbulence, and Electrodynamics of the
Moon’s Interaction with the Sun (ARTEMIS) spacecraft.37

Measurements from the ARTEMIS spacecraft are analyzed and binned
in the Design Specification for the Natural Environment (DSNE) doc-
ument produced by NASA,38 which identifies four plasma regions:
solar wind, magnetosheath, magnetotail lobes, and plasma sheet. The
solar wind is the plasma flowing from the sun and is located outside of
Earth’s magnetosphere in the interplanetary magnetic field.39,40 The
plasma sheet is a region of hot plasma in the Earth’s magnetotail that
magnetically maps to the auroral oval and splits the magnetotail into
its top and bottom lobes. The plasma mainly consists of accelerated
solar wind and can contain ionospheric ions when there is significant
magnetospheric activity.41 The magnetotail lobes are located within
the magnetopause and mainly consist of plasma outflow from the ion-
osphere.42,43 The magnetosheath is the transition region between the
solar wind and magnetotail located between the bow shock and mag-
netopause.44 The regions and interactions of Earth’s magnetosphere
and the cislunar environment are an active area of research; interested
readers are referred to Refs. 45–47 for a more thorough review.
Figure 2(a) depicts these regions using figures of the moon with respect
to Earth’s magnetic field. The magnetic field is shown in blue and the
solar wind in light brown. In addition to orbiting through several
regions, the moon alters the plasma environment. In the solar wind
and magnetosheath, the moon absorbs and reflects plasma, leaving a
low density, complex structure on the eclipse side of the moon, known
as the lunar wake [Fig. 2(b)].48

Because of the different sources of plasma and interactions in
each region, the magnetotail lobes and plasmasheet contain high-
energy, low-density plasma, similar to the GEO environment, while
the magnetosheath and solar wind consist of lower-energy, denser
plasma. It is in these latter environments that spacecraft wakes and
nonmonotonic sheaths are expected to form. The moon spends most
of its orbit in the solar wind environment, so plasma parameters repre-
sentative of solar wind plasma are implemented in this study. The con-
clusions can be extended to other environments in which spacecraft
wake, and nonmonotonic sheath formations can be expected.

A. Spacecraft wakes

As a spacecraft moves through plasma, the ambient electrons
and ions are pushed out of the way. In mesothermal plasma environ-
ments, the ion thermal velocity vi is less than the velocity of the space-
craft with respect to the ambient plasma vsc, which is less than
the electron thermal velocity ve (vi < vsc < ve). Under these condi-
tions, electrons catch back up to the spacecraft and impact on all sides,
while the ions may take several spacecraft lengths to return to their
undisturbed conditions, creating a complex region devoid of ions
referred to as the spacecraft wake. Spacecraft wakes are investigated
numerically to understand wake formations about spacecraft with
large potentials,49–51 their impact on surface charging,7,52 and their
effects on scientific instruments.53–55 Spacecraft wakes have also
been generated in vacuum chamber experiments to determine their
properties,56–61 characterize how wakes alter space plasma measure-
ments,62,63 and even investigate the effects of lunar wakes on regolith
charging.64

FIG. 1. Passive touchless potential sensing in cislunar space concept.
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Around the moon, spacecraft wakes are expected in the solar
wind and magnetosheath regions.65 On the dayside of the moon, the
wake formation remains relatively consistent for varying spacecraft
altitudes. On the eclipse side, spacecraft wakes are smaller near the sur-
face, but as the craft’s altitude increases, the wakes grow and eventually
resemble the dayside wakes. In these regions, the solar wind is flowing
from the Sun at velocities of several hundred kilometers per second,
while the spacecraft orbits the moon with velocities on the order of
one kilometer per second. Therefore, the wake always forms on the
eclipse side of the moon, regardless of the direction of the spacecraft’s
velocity, as demonstrated in Fig. 3.

The shape and size of an ion wake depend upon several parame-
ters, including the ion energy, bulk velocity, spacecraft size, spacecraft
potential, and Debye length. The Debye length in a Maxwellian plasma
is given by

kD ¼
ffiffiffiffiffiffiffiffiffi
e0Te

neqe

s
; (1)

where e0 is the permittivity of free space, Te is the electron temperature
in eV, qe is the elementary charge, and ne is the undisturbed electron

density. A Maxwellian distribution is commonly used to represent cis-
lunar plasma.11,66–68 Recent work has also indicated that a Kappa dis-
tribution, which has a higher energy tail than the Maxwellian
distribution, is appropriate to approximate cislunar plasma distribu-
tions.22,69,70 The inclusion of a Kappa distribution is outside the scope
of this work.

A narrow wake forms with a width approximately equal to the
spacecraft’s width WSC when the ion bulk flow energy Ebulk is greater
than the magnitude of the spacecraft potential qe/SC. The bulk flow
energy in eV is

Ebulk ¼ miv2bulk
2qe

; (2)

where mi is the ion mass and vbulk is the bulk velocity of the plasma. If
the spacecraft potential becomes more positive than the ion flow
energy and the Debye length is larger than the spacecraft width
(miv2bulk=2 < qe/SC , kD >Wsc), an enhanced wake formation can
occur. In this formation, the ions are deflected around the points
where the potential /ðrÞ is equal to the ion flow velocity instead of the
spacecraft body, and a significantly wider wake can form. Conversely,
if the magnitude of a negative spacecraft’s potential is larger than the
ion flow velocity and the Debye length is comparatively large
(miv2bulk=2 < �qe/SC , kD >Wsc), a focused wake can form with a
width much smaller than the spacecraft width.63,71–73

In wake formations in which the Debye length is much larger
than the spacecraft, the changes in the potential field are averaged out
over the width of the wake. In other words, the wake size is increased
or decreased when the spacecraft becomes more positively or nega-
tively charged, but changes to the potential due to the absence of ions
in the wake are averaged out and are negligible. If the spacecraft width
is larger than the Debye length, the wake is less significantly altered by
changes in the spacecraft potential, but the wake can create negative
potentials due to the absence of ions.74 This negative potential field
can create a barrier that low energy electron emissions cannot get
through, but the magnitude of this barrier as a function of spacecraft
size and potential has not been investigated.

B. Nonmonotonic sheaths

In a typical spacecraft sheath, the potential decreases monotoni-
cally from the spacecraft surface value to zero. In this scenario,

FIG. 2. Lunar plasma environments and interactions.31 Reprinted with permission
from Champion and Schaub, IEEE Trans. Plasma Sci. 51, 2482–2500 (2023).
Copyright 2023 IEEE.

FIG. 3. Cislunar spacecraft ion wake formations.
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low-energy electron emissions, such as secondary electron and photo-
electron emissions, can return to the surface if the spacecraft is posi-
tively charged, as shown in Fig. 4(a). Conversely, if the spacecraft is
charged negatively, the electron emissions should be repelled from the
spacecraft’s surface.

When electrons are emitted, their negative charge reduces the
potential field. Once the ratio of emitted electrons to incoming elec-
tronsC reaches some critical value Cc, the electrical field above the sur-
face becomes zero, and a space-charge-limited (SCL) sheath is formed.
The electrons then are not accelerated away from the spacecraft surface
and settle a short distance away, typically characterized by the photo-
electron kph or secondary electron kSE Debye length. Further electron
emissions then cause the potential to dip below the spacecraft surface
potential. Figure 4(b) shows an example of a nonmonotonic potential
sheath above a positive spacecraft. This sheath formation can occur as
a result of photoelectron and/or secondary electron emissions, and the
critical ratio Cc can be approximated as75

Cc ¼ 1� 8:3

ffiffiffiffiffiffi
me

mi

r
; (3)

where me is the mass of an electron, and mi is the ion mass. The non-
monotonic sheath is also a barrier that can prevent low-energy electron
emissions from leaving the spacecraft surface, effectively reducing the
emitted electron yield. If the ambient electron energy is greater than
the electron emission energy, as would be expected in the cislunar solar
wind, the current reduction of electron emissions is greater than the
reduction of incoming electron current and the spacecraft charges
more negatively than expected.

In addition to having a large emitted to incoming electron ratio,
the spacecraft size must be comparable to or larger than the photoelec-
tron and electron Debye lengths for nonmonotonic sheaths to form.
The photoelectron Debye length is typically much smaller than the
electron Debye length and dominates near the spacecraft surface, while
the electron Debye length dominates farther from the spacecraft. If the
spacecraft is comparable in size to the electron Debye length and
much larger than the photoelectron Debye length, the thin sheath
approximation applies. In this regime, a nonmonotonic sheath creates
a potential barrier close to the spacecraft surface. If the spacecraft is
much smaller than the Debye length, the thick sheath approximation
applies, and the barriers effectively disappear. In this regime, recollec-
tion of electron emissions is driven by positive surface potentials
attracting emitted electrons instead of the nomonotonic sheath.

Nonmonotonic sheaths have been investigated both analytically
and numerically to determine their impact on spacecraft charging,76–78

scientific measurements,79,80 and lunar surface charging.66,81,82

Experimental results have validated their formation,83,84 and they have
been observed above the dayside lunar surface21 and about the
HELIOS spacecraft.85 However, a complete characterization of non-
monotonic sheath formation as a result of the spacecraft size to Debye
length ratio and spacecraft surface potential has not been presented.

III. SIMULATION SETUP

Simulations are conducted in spacecraft plasma interactions soft-
ware (SPIS), a spacecraft plasma interaction software created by the
Spacecraft Plasma Interactions Network in Europe (SPINE).86 Two
environments are modeled in SPIS: solar wind dayside and solar wind
eclipse at an altitude greater than 12000 km. The environment param-
eters are based on the mean environments given in the DSNE and pre-
sented in Table I.38

For simulations with floating spacecraft, the surface potential is
determined by solving the current balance equation

Iið1þ diÞ � Ieð1� ðgþ dÞÞ þ Iph ¼ 0; (4)

where Ii and Ie are the incident ion and electron currents, respectively,
and Iph is the photoelectron current. The variables g, d, and di are the
backscattered electrons, secondary electrons from electrons and sec-
ondary electrons from ions, respectively. The photoelectron and sec-
ondary electron emissions from ambient electron currents are utilized

FIG. 4. Schematic of monotonic and nonmonotonic sheath formation for a positively
charged, sunlit spacecraft.

TABLE I. Simulation environment parameters.38

Parameter
Solar wind
dayside

Solar wind
eclipse >12 000 km

Particle density (ne¼ ni) 6� 106m�3 2.5� 106m�3

Electron temperature (Te) 11 eV 19 eV
Ion temperature (Ti) 7 eV 66 eV
Debye length (kD) 10.1m 20.5m
Plasma bulk velocity (vbulk) 420 km/s 400 km/s
Photoelectron
current density (Jph)

4� 10�5 A/m2 N/A

Max SE yield (dmax) 0.97 1.25
Energy at max
SE yield (Emax)

300 eV 135 eV
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for touchless potential sensing, so they are described here for
convenience.

The secondary electron yield d is defined in SPIS using a four-
parameter fit87,88

dðEÞ ¼ R1E
e1 þ R2E

e2 ; (5)

where R1 and R2 are in Angstroms, and e1 and e2 are unitless inputs
used when defining the material. The fitting parameters are 154, 220,
0.8, and 1.76 for R1, R2, e1, and e2, respectively, based on the values for
aluminum-2k in SPIS. The maximum yield dmax and electron energy
at which the maximum yield occurs Emax for each environment are
shown in Table I. For all scenarios, the ions are assumed to be protons,
Hþ, so the critical ratio at which a nonomonotonic sheath can form
using Eq. (3) is approximately 0.81. The solar wind is approximately
95% protons, 4% alpha particles (Heþþ) and 1% other ions,39,40 so
simulating the ion population using protons is an appropriate assump-
tion. If ion mass is approximated using a ratio of 95% protons and 5%
alpha particles, the critical ratio is still approximately 0.81. The dmax

and Emax parameters are selected such that d is less than Cc in the day-
side plasma and greater than Cc in the eclipse plasma. This causes a
nonmonotonic sheath due to secondary electrons to form in the eclipse
environment and a nonmonotonic sheath due to photoelectrons to
form in the dayside environment and allows the different types of
sheath formations to be evaluated independently of each other. The
main difference between the photoelectron and secondary electron
sheaths is the density of the two emissions (photoelectron density is
typically larger) and the regions around the spacecraft in which the
sheaths form. Photoelectrons are only emitted on the sunlit side of the
spacecraft, while secondaries may be emitted from all faces.

The photoelectron number density nph is

nph ¼
2Jph
qevph

; (6)

where Jph is the photoelectron current density, vph ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qeTph=ðpmeÞ

p
is the photoelectron velocity, and Tph is the photoelectron temperature.
Both photoelectron and secondary electron emissions are assumed to
have an energy of 2 eV and a Maxwellian distribution. The photoelec-
tron number density is then approximately 1054 cm�3, and the photo-
electron Debye length kph using Eq. (1) is 0.32m.

The computational space is defined using a tetrahedral mesh cre-
ated in Gmsh and loaded directly into the Mesh tab in SPIS. A 0V
Dirichlet boundary condition is implemented, and the external bound-
ary is set far enough from the spacecraft to allow the potential to natu-
rally reach zero before reaching the boundary (typically � 6 kD). On
the spacecraft surface, the resolution is 0.15m, about half the photo-
electron Debye length. A charging simulation with a 0.1m mesh size
on the spacecraft surface showed a negligible difference in results while
significantly increasing the computational time. The external boundary
resolution is 5m in the solar wind dayside and 10m in the solar wind
wake environment, about half the respective Debye lengths.

Open boundaries are defined for the particles, which means par-
ticles can be injected and lost through the surface. The electrons and
ions are modeled using the particle-in-cell (PIC) option, where macro-
particles are generated and tracked throughout the computational space.
All electron emissions are also modeled with PIC to capture the com-
plex dynamics near the spacecraft surface. When conducting PIC simu-
lations, the time-steps must be small enough to ensure stability and

smooth convergence, and the ions should not travel more than one
mesh tetrahedral in each time step.89 The maximum integration time
for all particles is set to 1� 10�6 s, approximately the time it takes the
ions to cross the smallest mesh tetrahedral. The total run time is at least
2� 10�4 s, the time it takes the ions to cross the entire computational
space. If the simulation has not converged within this time, meaning
the surface potentials and currents are still changing, the computational
time is extended. The steady state is typically achieved between 3� 10�4

and 5� 10�3 s, and the run time is between 3 and 48h using a 32GB
RAM desktop, depending on the scenario simulated.

IV. SINGLE SPACECRAFT CHARACTERIZATION
A. Floating spacecraft

The solar wind cislunar environment is unique because it is possi-
ble for smaller spacecraft to be in the thick sheath regime, while nearby

FIG. 5. Potential fields about spacecraft of varying widths in the dayside and eclipse
environment. Positive and negative x values indicate the ram and wake side of the
spacecraft, respectively.
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larger spacecraft can be in the thin sheath regime. Therefore, it is nec-
essary to determine the spacecraft width to Debye length ratio at which
the regime transitions from thick to thin sheath and barriers due to
spacecraft wakes and nonmonotonic sheaths may be expected to form.
This is first done using floating cubic spacecraft of varying widths to
provide insight into when the barriers form and how they impact the
charging behavior of the spacecraft.

Figure 5 shows the resulting potential fields about the floating
spacecraft with varying width to Debye length ratios q. As q increases,
barriers due to the wakes and nonmonotonic sheaths begin to form. In
the dayside environment, the nonmonotonic sheath begins to form
due to photoelectron emissions on the ram side of the spacecraft (posi-
tive x-values in Fig. 5) when q is 0.8. On the wake side, the ion wake
begins to influence the potential field and create a barrier when q is
0.6. As q increases beyond these values, the size of the barrier increases,
preventing more electron emissions from leaving the spacecraft surface
and driving the spacecraft more negative. This trend is also seen for
the spacecraft in the eclipse environment, but barriers begin to form
on the ram and wake side of the spacecraft when q is 0.4 and 0.2,
respectively. The secondary electron emissions on the wake side may

increase the barrier size at lower q values. In addition, the spacecraft
potential magnitudes are lower in this region, and the relationship
between the spacecraft potential and barrier formation is explored in
Sec. IV B.

The difference in potential field and photoelectron trajectories
for a spacecraft in a thick and thin sheath regime in the dayside
environment is demonstrated in Fig. 6. When the spacecraft is
much smaller than the Debye length (thick sheath), the potential
decreases monotonically to zero as the distance from the spacecraft
surface increases, and the photoelectrons create a photoelectron
sheath around the body. When the spacecraft is larger, barriers due
to the spacecraft wake and photoelectron nonmonotonic sheath
are observed. The minimum potential in the nonmonotonic sheath
occurs approximately 5m from the spacecraft surface, about half a
Debye length. This allows some photoelectrons to escape around
the sides of this barrier; however, the wake prevents photoelectrons
from entering the wake side of the spacecraft, creating an empty
region in the photoelectron sheath. These interpreted electron tra-
jectories are shown in Fig. 6(d) as navy arrows to help the reader
visualize the description.

FIG. 6. The potential field (top) and log10 of the photoelectron density nph (bottom) around a 0.2WSC/kD (left) and 2WSC/kD (right) spacecraft in solar wind dayside plasma.
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B. Constant potential

In Sec. IV A, barriers formed for smaller q values in the eclipse
environment than in the dayside environment. However, the floating
spacecraft potentials are smaller in eclipse, indicating that there is likely
a relationship between the spacecraft potential and barrier size. There
is precedence for this; Thi�ebault et al.90 show that if a spacecraft
becomes more than a couple of volts positive, the electron emissions
are attracted back into the surface and the barrier disappears.
However, the relationship between negative spacecraft potentials and
the barrier formation has not been established, and varying spacecraft
size in the same environment has not been considered.

The size of the barrier /barrier for this evaluation is considered
to be

/barrier ¼ /min � /SC for /SC < 0; (7a)

/barrier ¼ �/min for /SC > 0; (7b)

where /min is the minimum potential and /SC is the surface potential
of the spacecraft. Typically, a positive spacecraft potential is considered

as part of the barrier (/barrier ¼ /SC � /minfor/SC > 0) as a positive
spacecraft also draws electron emissions back into the spacecraft. For
this study, barriers due to nonmonotonic sheaths and spacecraft wakes
are isolated from the spacecraft potential.

Figure 7 shows the barrier sizes on the wake and ram side of
spacecraft of varying widths and surface potentials on the dayside and
eclipse side of the moon. As observed with floating spacecraft, the
larger the spacecraft becomes, the larger the barriers become. For all

FIG. 7. Barrier size on the wake and ram side of a constant potential spacecraft on
the dayside (left) and eclipse side (right) of the moon.

FIG. 8. Log10 of the photoelectron density about a 0.5WSC/kD width spacecraft in
the solar wind dayside region at various surface potentials.
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spacecraft sizes, once a spacecraft becomes a couple volts positive, the
electron emissions are attracted back into the spacecraft surface, and
the nonmonotonic sheath and associated barriers disappear, matching
the results from Ref. 90. It is possible that a small barrier exists within
one mesh element in the simulation and not captured for more posi-
tive potentials than indicated. At this point, the size of the barrier is
likely smaller than 2 eV, the mean energy of the electron emissions,
and the recollection of electron emissions is driven by the positive
spacecraft potential more than the barrier.

The nonmonotonic barriers on the ram side persist for larger
negative spacecraft potentials. The reason for this is twofold. When the
spacecraft becomes more negative, the electron emissions are more
effectively repelled, decreasing C near the surface of the craft. In addi-
tion, the electron emissions are accelerated, increasing the Te value for
the photoelectron or secondary electron Debye length from Eq. (1).
This causes the emissions to spread out and settle farther from the
spacecraft, decreasing the barrier size. Figure 8 demonstrates this, as
the red region of dense photoelectrons spreads farther from the space-
craft as the surface potential gets more negative. In addition, the dark
blue region, indicating an absence of photoelectrons, becomes larger as
the spacecraft gets more negative. At smaller potential magnitudes, the
photoelectron emissions can nearly surround the spacecraft and gener-
ate the photoelectron sheath [see Fig. 6(c)]. As the spacecraft becomes
more negative, it increasingly repels and accelerates the photoelectrons
away from the surface (toward the right in Fig. 8), decreasing the pho-
toelectron emissions’ ability to surround the spacecraft. This further
indicates that the electron emissions are more efficiently repelled as
the spacecraft becomes more negative. This process is not as efficient
as recollecting the emissions with a positively charged spacecraft, so
the barriers persist for more negative potentials. Larger barriers around
bigger spacecraft also require more negative potentials to dispel the
electron emissions. This causes the larger barriers from photoelectrons
to persist for larger negative potentials than the smaller barriers from
secondary electrons. It is again possible that a barrier smaller than one
mesh element persists for more negative potentials than indicated, but
the barrier size is most likely smaller than the energy of the emitted
electrons.

The barriers on the wake side of the spacecraft disappear for small
negative potentials and persist for larger positive potentials. This fol-
lows the trend for spacecraft wake formations, as large negative space-
craft potentials create a focused wake while large positive potentials
create an enhanced wake. However, it is surprising that the barrier due
to the wake disappears for negative spacecraft potentials of less than
ten volts because the ion flow energy is 919.1 and 833.6 eV in the day-
side and eclipse environment, respectively. This may be attributed to
the process in which the wake creates a barrier in contrast with the
nonmonotonic sheath. The barrier size of the wake when the space-
craft is uncharged is less than ten volts for the spacecraft sizes simu-
lated, and it is likely that the barrier size in the wake remains constant.
Then, once the spacecraft is more negative than the barrier, there is no
longer a noticeable dip in the potential field. This also explains the
trend for the wake side barrier about positive spacecraft, as the barrier
remains close to its initial value as the spacecraft charge becomes more
positive. As a reminder, at highly positive potentials, the spacecraft’s
surface potential attracts the majority of secondary electron and photo-
electron emissions back into its surface. So in this region, the electron
emissions are already expected to be repressed, but the wake mayFIG. 9. Spacecraft positions for touchless potential sensing simulations.
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further prevent electrons from entering the wake-side region about the
craft, as demonstrated in Fig. 6.

To review, as the spacecraft becomes larger, the barrier size due
to the spacecraft wake and nonmonotonic sheath increases, reducing
the floating spacecraft potential. When holding the spacecraft at a con-
stant potential, the barriers are largest when the spacecraft potential is
smaller, and the width is larger, persist in the wake for more positive
potential, and persist in the nonmonotonic sheath for more negative
potentials. In general, the barrier only exceeds 2 eV (the electron emis-
sion temperature) when the spacecraft width to Debye length is at least
0.5. Therefore, when the spacecraft width is smaller than this, barrier
formations can largely be ignored, and barriers become more conse-
quential as the spacecraft width gets larger.

V. PASSIVE POTENTIAL SENSING SIMULATIONS

Passive potential sensing simulations are conducted to determine
how barriers impact sensing and the conditions in which the servicer
detects more emissions from the target. Based on the results in Sec. IV,
there are four sensing environments defined: (1) sunlit with a barrier
(WSC ¼ 1 kD), (2) sunlit without a barrier (WSC ¼ 0.2kD), (3) eclipse
with a barrier (WSC ¼ 1 kD), and (4) eclipse without a barrier
(WSC ¼ 0.2kD). The servicer and target are the same size in all simula-
tions and have a separation distance of one spacecraft width.

In each environment, three relative spacecraft positions are simu-
lated: servicer in target’s wake, target in servicer’s wake, and parallel
wakes as shown in Fig. 9. A constant potential servicer and floating
potential target are modeled to determine how the servicer’s potential
changes the target’s potential, emitted current, and detected current.
Potential control of one’s own spacecraft could be achieved through
technologies such as biasing of electric field sensors,91 electron gun
emissions,92–94 and ion emissions.95–98 In all environments and relative
positions, the servicer is held at 50 and 300V. A 50V servicer is highly
likely to be more positive than the target, allowing it to attract emitted
electrons. A 300V servicer will draw in electron emissions and attract
and accelerate the ambient electrons, which may then impact the target
with energy closer to Emax and increase the secondary electron yield.

Emax is commonly between 280–800 eV for spacecraft surface materi-
als, so a servicer potential of several hundred Volts could reliably
increase the yield from a variety of targets.99,100 A more positive ser-
vicer is not used because increasing the ambient electron energy signif-
icantly past Emax results in less detected current.31 As a worst-case
scenario, a 0V servicer is also modeled with the target in the servicer’s
wake, as this is the only orientation where it is likely that the target is
charged negatively. The target’s electron emissions that impact the side
of the servicer facing the target are considered detected for touchless
potential sensing, and emissions from the servicer are set to zero to
ensure that servicer’s own emissions are not falsely recorded as current
for touchless potential sensing.

A. Characterization results

Table II and supporting Fig. 10 show the relevant passive potential
sensing results. When the target is not in the servicer’s wake, it charges
more positively than the individual spacecraft charged in Sec. IVA
because the servicer is drawing electron emissions away from the target,
effectively increasing its emissions current. In addition, when the target
is larger, it is seen that generally its potential is more negative, more
current is recollected, and less current density is detected by the ser-
vicer. This follows expectations, as larger spacecraft are expected to
have larger barriers. However, several of the target potentials are greater
than ten volts positive, so nonmonotonic sheaths would not be
expected to form. The difference in behavior can be explained by the
size of the spacecraft relative to the photoelectron, secondary electron,
and electron Debye lengths. For the larger spacecraft, the electron emis-
sions settle closer to the target surface, and the positive servicer’s poten-
tial does not reach as far around the target. Both of these make it more
difficult for the servicer to pull electron emissions away from the target
for sensing. Figure 11 demonstrates this, as a higher density of photo-
electrons travels farther from the smaller target’s surface.

Regardless of size, when the servicer is more positive, and the tar-
get is not in the servicer’s wake, the target charges more positively, and
less emissions are recollected. This occurs because the more positive

TABLE II. Passive sensing results.

Servicer
potential (V)

SC width
(m/kD) Position

Target potential (V)
(Sun/Eclipse)

Frac. of emissions recollected
(Sun/Eclipse)

Detected emissions (A/m2)
(Sun/Eclipse)

300 0.2 Servicer in wake 90/6.5 0.6/0.082 1.9� 10�6/2.2� 10�6

300 1 Servicer in wake 42.5/7 0.73/0.13 3.6� 10�7/2.1� 10�6

300 0.2 Parallel wakes 33.75/5.4 0.8/0.13 1.1� 10�6/2.3� 10�6

300 1 Parallel wakes 18/5.0 0.85/0.12 3.6� 10�7/1.4� 10�6

300 0.2 Target in wake �70/�25 0/0 0/7.5� 10�8

300 1 Target in wake �100/�32.5 0/0 0/6� 10�8

50 0.2 Servicer in wake 32.5/3.0 0.81/0.16 5.0� 10�6/9.4� 10�7

50 1 Servicer in wake 13/1.3 0.87/0.18 2.1� 10�6/8.3� 10�7

50 0.2 Parallel wakes 31.5/3.0 0.86/0.1 2.4� 10�6/6.3� 10�7

50 1 Parallel wakes 9.5/1.8 0.89/0.1 6.1� 10�7/4.0� 10�7

50 0.2 Target in wake �32.5/3.3 0/0.14 5� 10�9/9.4� 10�7

50 1 Target in wake �32.5/�2.3 0/0.017 1� 10�8/6.5� 10�7

0 0.2 Target in wake �23/1 0/0.1 1.25� 10�8/1.5� 10�7

0 1 Target in wake �14.25/�2.75 0/0.036 3� 10�8/1.75� 10�7
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servicer may increase the ambient electron energy closer to Emax and
draws more electron emissions away from the target. For the eclipsed
spacecraft, this corresponds to a higher detected secondary electron
current density. For the sunlit spacecraft, the higher potential servicer
detects less current density. In this case, the photoelectron emissions
are significantly larger than the secondary electron emission, and the
initially generated photoelectron current density does not vary with
the target’s potential. So, the photoelectron trajectories due to the
spacecraft potentials are the main factors in the amount of detected
current, not the secondary electron yield. Bengtson et al.12 previously
showed that a lower magnitude target potential is better for touchless
potential sensing. When a more positive servicer generates a more pos-
itive target, the electron emissions are more influenced by the electric
field about the target than the attractive force exerted by the servicer.
This is demonstrated in the top two images of Fig. 11, where the pho-
toelectron emissions are drawn nearly directly into the surface of the
50 servicer facing the target, while the emissions seem to orbit the
300V servicer. Therefore, when the target is not in the servicer’s wake,

a 50V servicer is better when detecting photoelectron emissions, and a
300V servicer is better when detecting secondary electron emissions.

For both spacecraft sizes and in both the sunlit and eclipse envi-
ronment, the servicer detects the most current when it is in the wake
of the target. This is interesting because the wake is expected to serve
as a barrier around a positively charged, larger target. Instead, the posi-
tive servicer is able to “punch through” barriers around the target and
draw electron emissions in. This can be seen in Fig. 11, as the photo-
electron emissions are drawn away from the target in all scenarios
shown. Furthermore, the photoelectrons are present even in the
regions to the right of the spacecraft where the wake barrier is
expected, contrary to what is seen in Fig. 6(d), where the photoelec-
trons are repelled by the negative potential in the wake.

The discussion so far has only addressed results when the target
is not in the servicer’s wake. When the target is in the servicer’s wake,
the target generally charges negatively, little to no electron emissions
are recollected, and the detected current is lower than the other two
orientations. Notably, no electron emission is detected when the ser-
vicer is 300V positive. This occurs because the electron flux to the tar-
get exceeds the ion flux in the wake and charges the target negatively.
At the floating potential, the negatively charged target repels the ambi-
ent electrons, as shown in Fig. 12. It should be noted that an intermedi-
ate 20� 20� 20m meshing grid with a resolution of 0.5m is utilized
to increase the resolution of the image. No changes are observed in the
results when the intermediate meshing grid is implemented. Because
the electrons are repelled from the target, they cannot create secondary
electron emissions, so there is nothing to sense. While the wakes are
classified as narrow wakes for all tested servicer potentials, the 50 and
0V servicer has slightly smaller wakes than the 300V servicer, increas-
ing the target’s ion current and final potential. Electrons can then reach
the more positive target and generate secondary electrons, albeit at a
lower magnitude than in the other tested positions. Therefore, it is best
to avoid putting the target in the wake, both for sensing and charging
purposes, but if this configuration is unavoidable, a lower potential ser-
vicer is best when the target is in the servicer’s wake. A conservative
conclusion when no current is detected in this configuration may be
that the target has been charged highly negatively in the wake of the
servicer.

B. Feasibility results

Based on Sec. VA, the best case scenario for sensing is a 0.2 kD
length 50V servicer in the target’s wake when in a sunlit environment
and a 0.2 kD length 300V servicer in the target’s wake in an eclipse
environment. In both environments, the worst-case scenario is a target
in the wake of a 300V servicer. In any scenario, the detected electron
emission current must be large enough to differentiate from the cur-
rent due to the ambient electrons. An electrostatic analyzer (ESA),
such as a retarding potential analyzer (RPA), is proposed to measure
the energy and flux of the electron emissions and ambient environ-
ment. The resulting measurements can be modeled as discrete energy
bins with a width equal to the error in measurements. This is typically
denoted as DE=E for electrostatic analyzer type instruments, and the
energy resolution DE=E is assumed to be 4%, comparable to the reso-
lution found by Bengtson et al.14 The height of the bins is equal to the
total detected current of electrons with energies between the min and
max values of the energy bin.

FIG. 10. Passive potential sensing results breakdown.
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The total measured ambient electron current Ie;tot can be
taken from SPIS and multiplied by the Maxwellian energy distri-
bution function fEðEÞ to model the measured electron distribu-
tion [IeðEÞ ¼ Ie;totfeðEÞ]. The Maxwellian energy distribution
function is1

feðEÞ ¼ 2ffiffiffi
p

p
T3=2
e

ffiffiffi
E

p
exp

�E
Te

� �
; (8)

where E is the energy in eV. The detected electrons are accelerated by
the potential of a positively charged servicer, so the spectrum is shifted
such that the minimum detected energy is equal to the servicer’s sur-
face potential.

Various models exist for the energy distribution of electron emis-
sions fse=phðEÞ, including the Chung–Everhart model,101 a Gaussian fit
with a logarithmic argument,102 and a Maxwellian distribution. As
mentioned in Sec. III, SPIS models the electron emissions as a
Maxwellian distribution with a temperature of 2 eV. To keep the feasi-
bility analysis consistent with the characterization results in SPIS, a
Maxwellian distribution is used to model both photoelectron and sec-
ondary electron emissions. As mentioned in the introduction, the elec-
tron emissions are accelerated away from a negative target and toward
a negative servicer such that the energy of the secondary and photo-
electron emissions ESE=Ph at detection is

ESE=PhðEÞ ¼ Tse;phfse=phðEÞ þ /ser � /tar; (9)

where /ser and /tar are the servicer and target’s potential, respectively.
If the target is charged positively, it is assumed that the electron emis-
sions leave the target with negligible initial energy, or /tar � 0V. The
detected ambient electron and electron emission currents are then
superimposed to model the complete detected spectrum.

Figure 13(a) is an example of measurements in a scenario where
the target is in the wake of a 0V servicer in the dayside environment.
As shown, the bin with the secondary electron emissions is over 200l
A larger than the next tallest bin, indicating that the electron emissions
can be distinguished from the ambient environment. Figure 13(b) is an
example of a best-case setup where a 300V servicer is in the wake of the
target in the eclipse environment. The target is charged positively, so
the electron emissions are captured in the first energy bin, which is over
twice as large as the next bin. In addition, the horizontal line in the first
bin indicates an initial measurement of the environment without sec-
ondary electron emissions, which is about half the size of the bin when
the electron emissions are detected. Therefore, the electron emissions
can be differentiated from the environment in both tested cases.

VI. CONCLUSION

Knowledge of a neighboring spacecraft’s potential can be used to
avoid electrostatic discharges when docking, account for electrostatic

FIG. 11. Log10 of the photoelectron density about a target (left) and servicer (right) for the servicer in the target’s wake.
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forces and torques, and provide insight into lunar dust contamination.
However, barriers due to spacecraft wakes and nonmonotonic sheaths
can prevent electron emissions used for touchless potential sensing
from being detected. The barriers are characterized by spacecraft of
varying widths and potentials in solar wind dayside and eclipse plasma.
It is found that barriers can form when the spacecraft width is half the
Debye length and are largest when the spacecraft is uncharged.
Barriers due to nonmonotonic sheaths persist as the spacecraft charges
more negatively, while barriers due to the spacecraft wake persist as
the spacecraft charges more positive.

Simulations of passive potential sensing when barriers are
expected (WSC ¼ 1kD) and not expected (WSC ¼ 0:2kD) reveal that
fewer electron emissions leave a target when barriers are expected, and
the detected current density is lower. However, sensing is not fully pre-
vented, as a positively charged servicer is able to draw electron emis-
sions through anticipated barrier formations, such as the target’s wake.
When the target is not in the servicer’s wake, a 50V servicer is best for
using photoelectrons for sensing, and a 300V servicer is best for using
secondary electrons for sensing. When the target is in the servicer’s
wake, a highly positive servicer can begin to enhance the wake

formation, leading to less ion current to the target and a highly nega-
tive surface potential. This then prevents ambient electrons from
impacting the target and generating electron emissions. Therefore,
placing the target in the servicer’s wake should be avoided for both
charging and sensing purpose, and the servicer’s potential should be
minimized if this configuration is necessary. It is likely that other con-
straints are present during proximity operations that can prevent the
servicer from positioning itself to detect the target’s potential.
Regardless, these results can be utilized to position the servicer in a
way to detect the target’s potential prior to docking, or inform the
operators why electron emission measurements from the target may
not be detected during proximity operations.

The electron emissions passively generated from a target can be
differentiated from the environment, showing that passive potential
sensing through barriers in cislunar space can be conducted to achieve
both scientific and safety goals.
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