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As interest in missions within Cislunar space increases, so does the need for robust space

situational awareness (SSA) capabilities. The chaotic multi-body dynamics of the regime, combined

with the massive volume of space when compared to the near-Earth regime present unique challenges

for Cislunar SSA. Earth-based sensors, already overwhelmed due to the increasing numbers of

objects in LEO, are not well-suited to meet the SSA demands of Cislunar space. In this thesis,

we present multiple methods for designing and analyzing architectures consisting of space-based

observers for Cislunar SSA.

The first two contributions in this thesis focus on the multi-objective design of distributed

architectures. First, multi-objective Monte Carlo Tree Search (MO-MCTS) is leveraged to identify

Pareto-optimal architectures, maximizing for coverage of a trajectory and volumes of Cislunar space

while minimizing a total cost representing the number of observers as well as their capabilities. The

second contribution extends this work by including a third objective which represents the cost of

a cooperative agent to use a distributed architecture. The cooperative agent generates a unique

transfer trajectory from GEO to L1 or L2 attempting to maximize its visibility to the architecture

while minimizing its total control expenditure. The inclusion of this objective demonstrates how

cost may be distributed between an architecture and cooperative agents relying on it for ciritical

mission support.

The final two contributions in this thesis present novel tools for analyzing the performance of

architectures for use in real-world scenarios. The third contribution builds on insights from the first

two contributions and presents a systematic method by which the evolution of coverage provided

by an architecture is encoded in a mathematical graph. Through this graph, we demonstrate

how to uncover paths that remain persistently detectable by the architecture. These paths are
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then refined using collocation techniques generating trajectories that represent so-called persistent

detection corridors, within which a high value asset such as a crewed spacecraft can operate within

knowing it will remain detectable, even in the event of a small perturbation. This process is

demonstrated on multiple architectures, and its efficacy for use in architecture optimization and

mission planning is discussed.

Finally, the fourth contribution leverages reachability theory to present a framework that

identifies the ability of an architecture to continuously detect a low-thrust spacecraft throughout

Cislunar space. In this framework, we introduce resilience maps, a heatmap that shows how well

reachable sets from any position in Cislunar space can be detected by an architecture over time.

This is in contrast to a volume coverage metric, which only tracks how well a distributed architecture

detects static points in Cislunar space. A resilience map is able to capture the dynamic nature of

Cislunar SSA by displaying in a single plot how well an architecture’s coverage evolution matches

that of a low-thrust spacecraft. This framework and method of analysis is demonstrated on sample

architectures, and its utility for architecture fine-tuning and resource allocation is discussed.
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Chapter 1

Cislunar Space Situational Awareness

In 2022, the White House Office of Science and Technology Policy released its first document

outlining national strategic policies and goals for development of the Cislunar regime [2]. This

document, titled National Cislunar Science and Technology Strategy, outlines how “U.S. science and

technology leadership in Cislunar space will support the responsible, peaceful, and sustainable

exploration and use of Cislunar space...by all spacefaring nations and entities” (emphasis

added). Interest in the region is indeed growing, with sources indicating over 100 missions within

the Cislunar regime planned for the next decade [76], spanning the spectrum from commerical

mining missions on the Lunar surface, to scientific exploration, to national security missions [13].

The potential for economic growth in the region is immese, with many private companies already

investing in building out capabilities to support missions such as the Artemis program [90, 76],

and other companies such as Interlune 1 , which is developing capabilities for mining Helium-3

on the Lunar surface. The broad range of interest in the region among many different entities -

commercial, scientific, governmental, and academic - means that Cislunar space is a key strategic

domain for the United States and other nations [13].

Repeatedly emphasized by the White House [2] and industry leaders in space policy [1, 56,

13, 76, 44, 3] is how imperative it is to expand Space Situational Awareness (SSA) capabilities

into Cislunar space. SSA can be defined as “the actionable knowledge required to predict, avoid,

deter, operate through, recover from, and/or attribute cause to the loss and/or degradation of space

1 https://www.interlune.space/

https://www.interlune.space/
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capabilities and services” [1]. Put another way, SSA aims to provide decision makers with as much

relevant information as possible in order to ensure the safety, security, and sustainability of space

operations. Given the cost, complexity, and difficulty of operating within the Cislunar regime, the

more information decision makers can obtain, disseminate, and implement into real world problems,

the better. However, information in Cislunar space is notoriously difficult to obtain, as the region

represents a massive volume of space not easily observable from Earth-based sensors, which are

increasingly over burdened by the growing number of spacecraft in Earth orbit. Dedicated space-

based sensors are an obvious solution to this problem, but a space-based SSA architecture must be

designed to account for the challenging and complex dynamics of the regime.

Holzinger & Jah [1] apply a Johari Window framework to the categorization of information

in SSA domains, which identifies that all knowledge relevant to a decision maker is based on two

factors: whether a fact is known and whether or not it is understood. Using this framework,

they identify that ideal decision making in SSA “occurs when one knows and understands all

relevant information” - this type of information is referred to as the “known-knowns.” In reality,

information is often incomplete, and thus falls into the three other categories of information: known-

unknowns, unknown-knowns, and unknown-unknowns. Much of Cislunar SSA research explores

hypothesis-driven methods which predict behaviors, falling into the known-unknowns category -

things that are known to be unknown, but predictable. On the other hand, unknown-unknowns

refer to unpredictable events which necessitate a reactive response. It is a goal of research in the

field of Cislunar SSA, and a key concept that underpins the direction of this thesis, to identify

processes and tools to transfer reactive SSA to predictive SSA [1].

A number of recent works have explored aspects of Cislunar SSA, including the design of

distributed observer constellations [89, 88, 77, 9, 10, 97, 34, 43, 28, 24], the analysis of specific

periodic orbits for Cislunar SSA [29, 102, 46, 48, 47, 6, 38, 94, 40, 101, 105, 103, 11, 65], and the

development of tools and metrics to aid in the analysis of architectures [104, 39, 45, 35].

Even with the often-assumed dynamics of the circular-restricted three body problem (CR3BP),

motion in the Cislunar regime is chaotic and often unstable, making studying SDA architectures
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difficult. Much of the work within the literature focuses on analyzing the performance of sensors

in specific Cislunar periodic orbits with respect to SDA tasks such as initial orbit determination or

custody maintenance. Vendl and Holzinger investigated the accessibility of a trapezoidal volume

of space to various observers with electro-optical (EO) sensors given an apparent magnitude cut-

off [94]. This work showed that a single observer’s ability to detect Cislunar space objects (SOs)

over long periods of time depended greatly on both the resonance of an orbit’s period with the

Earth-Moon synodic period, and the initial phasing along its orbit with respect to the incoming

solar rays. Frueh et al. have proposed methodologies for the manual construction of Cislunar

SDA architectures by placing observers in 2:1 planar resonant orbits [40]. Such a setup can be

favorable in that the 2:1 resonance with the Moon can help with scheduling recurring observations

of lunar-based assets, albeit with the loss of resonance with the incoming solar rays. Fowler et al.

take a more general approach by using metrics attempting to estimate the numerical observability

capabilities of Cislunar observers, as well as other heuristic metrics [39]. With metrics considering

relative angular rates and the condition number of the empirical local observability gramian similar

to [45], Fowler et al. perform a study over multiple combinations of observers in different orbits

to demonstrate the utility of their metrics. Another study of interest addressed the architecture

design problem within a multi-stakeholder framework [71]. Here, a tabletop simulation consisting of

multiple agents with shared and differing interests is proposed. Within the simulation, stakehold-

ers will collaborate to envision the future of Cislunar space with respect to conflicting preferences

and real world limitations. This preliminary study emphasizes that multi-domain knowledge and

collaboration is a key aspect of SDA in Cislunar space. Many other studies within these veins have

been conducted, including work by Gupta et al. [47, 48, 46], Wilmer et al. [103, 102], Dhalke et

al. [29], Bhadauria et al. [9, 10] and others, highlighting the growing interest and importantance

of effective SSA in Cislunar space via distributed space-based architectures.

Another vein of research within the Cislunar SSA literature focuses on a multi-objective op-

timization approach to constructing optimal Cislunar SSA architectures. This involves formulating

the design problem as a multi-objective optimization problem, where various conflicting objectives
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must be balanced. For example, one objective may be to maximize coverage of key regions in

Cislunar space, while another may be to minimize the cost of deploying and maintaining the sensor

network. Techniques such as genetic algorithms [34, 97, 28, 24] and linear programming techniques

[77, 89] have been employed to explore the design space and identify optimal or near-optimal solu-

tions. The range of techniques highlights how difficult the underlying problem is, as the placement

of observers in Cislunar space is highly nonlinear, consisting of integer and continuous variables,

and subject to various constraints. This results in a mixed-integer nonlinear programming (MI-

NLP) problem that is difficult to solve. Patel et al. [77] formulated the problem as an integer linear

programming problem by discretizing the state space and using minimizing the number of observers

in a constellation with a minimum coverage requirement enforced via a set of linear constraints.

Shimane et al. [89] take a similar approach, but use a facility location problem to determine the

optimal placement of observers in Cislunar space. This work is especially interesting in that it

attempts to tackle the placement of observers while also optimizing the tasking of individual ob-

servers to meet coverage demand, two activities that are highly coupled. Inevitably, even linear

approximations of the problem require dealing with the nonlinearities of the Cislunar regime as

well as the variable solar illumination over time.

Many other studies employ genetic algorithms to optimize Cislunar SSA architectures. Vi-

sonneau et al. [97] use a genetic algorithm to optimize for observer placement, relying on the

accessibility metric from Vendl [94] that uses a minimum visibility based on apparent magnitude,

and minimizes the number of observers and the cummulative linear stability indices of the orbits.

Dhalke et al. [28] also use a genetic algorithm in a similar formulation to Visonneau. Most of

these works use a similar set of objectives, such as minimizing the number of observers, maximizing

coverage of the so called “cone of shame” or “Earth-Moon corridor” region, and minimizing the

cummulative linear stability indices of the orbits. The cone of shame is a region in Cislunar space

generally encapsulates the volume of space a spacecraft would traverse in a high energy direct

transfer from the Earth to the Moon, and thus is a key region of interest for Cislunar SSA.

While these works represent significant contributions to the field of Cislunar SSA, they often
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rely on similar heuristic methods to model architecture performance, with most using apparent

magnitude as a metric for detectability. While beneficial for high level analyses of observer perfor-

mance, this approach is not able to account for individual observer capabilities such as telescope

diamater, sensor noise, and other factors that significantly affect sensing capabilities. Additionally,

there is a gap in the literature regarding how different entities will inevitably use Cislunar SSA

architectures for their own mission objectives, and the implications of real world usage of these ar-

chitectures on the design of the architecture itself. Given the immense complexities of the Cislunar

regime, and the high-stakes associated with future missions within the region, it is imperative that

Cislunar SSA architectures are designed to meet the needs of decision makers, mission operators,

and cooperative agents across a broad spectrum of potential objectives, and that the architectures

are able to adapt to unforseen events and disruptions.

There are some studies that explore how best to task Cislunar SSA architectures to meet

unique mission objectives, including how to respond to disruptions across a variety of categories.

An increasing number of studies attempt to identify common definitions of resilience applied to the

Cislunar domain, with Hay et al. [54] partitioning resilience into four categories reflecting the origin

of disruptions: environment, human, system, and support. Hay and others [106] note that the key

of resilient systems is the ability of a system to minimize, respond to, recover from, and evolve

from disruptions across all these categories. Not considered in the literature, however, is how to

construct an architecture that is resilient to disruptions to spacecraft that are being tracked by the

architecture. A potential approach to this problem is to leverage reachability theory to quantify

the ability of an architecture to maintain coverage of a spacecraft in the event of a disruption to its

trajectory. Reachability theory has been applied to Cislunar SSA in previous work, notably by Hall

et al. [50, 52] and Schwab et al. [86] where reachable sets are used to determine the probability

of detecting SOs over time, in turn informing the intelligent tasking of observers for generating

precise tracks. While greatly beneficial for lower-level tasks of generating tracks, it remains to be

seen how one can effectively quantify what kind of architectures are best suited to implement such

tasks.
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The major goal of this thesis is to develop a framework for the design and analysis of Cislunar

Space Domain Awareness (SDA) architectures that can be used to support the growing number

of missions in the region. In particular, this thesis aims to explore novel avenues of analysis that

will aid in Cislunar SSA, from the beginning stages of planning and designing an architecture

based on informative mission objectives, to the real world usage and interaction with a distributed

architecture by decision makers, mission operators, and cooperative agents.

1.1 Optimal Architecture Design Using Monte Carlo Tree Search

This first contribution lays the foundation for the design and analysis of optimal Cislunar

SSA architectures. Here, we propose the use of a multi-objective Monte Carlo Tree Search (MO-

MCTS) algorithm to return Pareto-optimal solutions to the observer placement problem for various

mission scenarios. Rather than using an apparent magnitude threshold to determine detectability,

an electro-optical (EO) sensor model is used to simulate a signal-to-noise ratio (SNR) threshold for

detectability. This is a more realistic representation of the Cislunar SSA environment, and expands

the state space of the problem to include observer characteristics such as telescope diameter which

directly impacts observer performance and cost. The MO-MCTS algorithm is used to solve two

types of architecture design problems: the first seeks to maximize coverage of a predetermined

Earth-Moon transfer trajectory, and the second maximizes coverage of two volumes of Cislunar

space representing performance over the entire Cislunar volume and the Earth-Moon corridor.

This contribution represents one of the first in-depth analysis of the Cislunar SSA architecture

design problem, and provides a foundation for the proceeding contributions in this thesis.

1.2 Architecture Design for Cooperative Agents

This contribution expands on the previous contribution by introducing a novel method for

the design of Cislunar SDA architectures that are tailored to the needs of cooperative agents (CAs)

operating in the region. The previous contribution focused on the design of architectures that

maximize coverage of a specific trajectory or volume, but did not consider how cooperative agents
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would interact with said architecture. As the number of Cislunar missions increases, so will the

number of cooperative agents operating in the region, each with their own mission objectives and

requirements. It is imperative that Cislunar SDA architectures are designed to be accessible and

useful for these agents, while also satisfying high level mission objectives such as coverage and cost.

A cooperative agent is modeled as a spacecraft departing a GEO orbit and traveling to L1 or

L2, whose trajectory is directly affected by the coverage profile of the architecture iteration. The

cooperative agent is tasked with generating a transfer trajectory that minimizes its delta-v while

maximizing its photometric detection threshold based on visual apparent magnitude as seen by

the architecture. This is done by iteratively generating optimal transfer trajectories that minimize

the delta-v of the cooperative agent while maximizing its photometric detection threshold. The

resultant multi-objective optimization problem (MOOP) is solved using a hybrid multi-objective

MO-MCTS/NSGA II algorithm, which allows for efficient exploration of the design space and

identification of Pareto-optimal solutions. The solution space is analyzed using clustering methods

to identify distinct architecture categories, and the tradespace shows how cost is distributed between

architectures and cooperative agents. This contribution highlights the importance of considering

how different stakeholders will interact with future architectures and how this interaction can inform

the design of architectures and Cislunar missions.

1.3 Persistent Detection Corridors for Crewed Missions

In this contribution, we expand the study of detection corridors, introduced in the previous

contribution, and present a novel tool to aid in uncovering corridors that provide minimum levels of

persistent coverage, termed persistent detection corridors (PDCs). This work stems directly from

the observervation in the previous two contributions that the distribution of coverage provided by

an architecture may or may not admit opportunities for spacecraft in the Cislunar regime to remain

persistently detectable by an architecture. PDCs are volumes of space where a spacecraft remains

within the detectable regions generated by an SSA architecture over time. These corridors represent

feasible pathways through which crewed missions and critical assets can traverse that guarantee
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minimum coverage requirements. A detection corridor is defined along a reference trajectory,

allowing for the analysis of how state perturbations along said trajectory could potentially impact

asset coverage. The identification of PDCs involves an analysis of the spatial and temporal dynamics

of detectable regions resulting from observer motion and the varying solar illumination. By mapping

these corridors, mission planners can rapidly enumerate trajectories that optimize for coverage,

minimizing the risk associated with detection gaps.

Here, we introduce a novel method for the automated generation and analysis of detection

corridors within Cislunar space for any arbitrary Cislunar SSA architecture. By leveraging these

corridors, mission designers can ensure that trajectories not only meet mission objectives but also

maintain the minimum coverage requirements necessary for safe human spaceflight and coverage of

high-value assets. The results of this study also offer critical insights into the design and optimiza-

tion of SSA architectures, providing a foundation for future mission planning that prioritizes the

safety and success of crewed missions in Cislunar space.

Moreover, this work contributes to the broader understanding of how SSA architectures can

designed so that they are realistically useful for cooperative agents wishing to utilize established

SSA capabilities. The ability to maintain persistent detection of assets in Cislunar space is not

only a technical challenge but also a strategic imperative as interest in Cislunar missions expands.

By addressing these challenges, our methods set the stage for more resilient and reliable Cislunar

SSA operations, paving the way for a safe and sustained human presence on the Moon and beyond.

1.4 Resilience of Architectures Using Reachability

The final contribution of this thesis focuses on the resilience of Cislunar SSA architectures

to disruptions in the spacecraft being tracked by the architecture. As the number of missions in

Cislunar space increases, so does the need for resilient architectures that can remain performant

under unforseen circumstances. Resilience is a key aspect of any SSA architecture, as it allows

for continued operation and coverage even in the face of unexpected events or disruptions. This

contribution leverages reachability theory to quantify the resilience of Cislunar SSA architectures
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to astrodynamic disruptions in spacecraft being tracked by the architecture.

In missions with high value assets, such as crewed missions to the Moon, it is critical to

ensure that spacecraft can be detectable by mission operators at all times, even in the event of

loss of control or deviation from a reference trajectory. Observers with electro-optical (EO) sensors

rely on solar illumintation to detect space objects (SOs), and thus the distribution of coverage an

architecture provides evolves over time as a function of the relative motion of observers and solar

illumination geometry. This evolution ocassionally leads to a mismatch in coverage and spacecraft

dynamics. Consequently, typical metrics for determining Cislunar architecture performance, such

as volume coverage or coverage of a select number of predetermined trajectories lacks the nuance

needed to encapsulate the dynamic nature of Cislunar SSA. By leveraging reachability theory, this

potential mismatch of dynamics can be exposed, allowing for more localized analysis of architecture

performance.

This contribution leverages the many advances in reachable set computation methods to

provide a foundation for quantifying the resilience of Cislunar SSA architectures to astrodynamic

disruptions in the spacecraft being tracked. This novel framework tracks the coverage of reachable

sets over time, resulting in heat maps that illustrate the temporal evolution of coverage and its

alignment with the CR3BP dynamics.

1.5 Contributions and Outline

The contributions in this thesis represent a significant step forward in the design and analysis

of Cislunar SSA architectures, and provide a variety of novel tools to aid in such. Chapter 2

outlines the first contribution, which formulates the architecture design problem as a multi-objective

optimization problem and is solved using an implementation of the multi-objective Monte Carlo Tree

Search (MO-MCTS) algorithm. Chapter 3 expands on the previous contribution by introducing

a novel method for the design of Cislunar SDA architectures that are tailored to the needs of

cooperative agents (CAs) operating in the region. Chapter 4 introduces a novel method for the

automated generation and analysis of persistent detection corridors (PDCs) within Cislunar space
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for any arbitrary Cislunar SSA architecture, which can be used in both architecture optimization

and for mission planning within the regime. Finally, Chapter 5 leverages reachability theory to

quantify the resilience of Cislunar SSA architectures to astrodynamic disruptions in spacecraft

being tracked by the architecture.

1.6 Publications

The research presented here has been presented in a number of publications, including jour-

nals and conference papers. The following sections outline these publications.

1.6.1 Journal Papers

• Michael Klonowski, Marcus J. Holzinger, and Naomi Owens Fahrner. Optimal Cislunar

Architecture Design Using Monte Carlo Tree Search Methods. The Journal of the Astro-

nautical Sciences, 70(3):17, June 2023.

• Michael Klonowski, Naomi Owens-Fahrner, Casey Heidrich, and Marcus Holzinger. Cislu-

nar space domain awareness architecture design and analysis for cooperative agents. The

Journal of the Astronautical Sciences, 71(5):47, 2024.

• Michael Klonowski, Casey Heidrich, Naomi Owens-Fahrner, and Marcus J. Holzinger. Per-

sistent Detection Corridors for Crewed Missions and Cislunar Space Situational Awareness.

The Journal of Spacecraft and Rockets. Submitted for review, April 2025.

• Michael Klonowski, and Marcus J. Holzinger. Resilience of Architectures for Cislunar Space

Situational Awareness Using Low-Thrust Reachable Sets. The Journal of Spacecraft and

Rockets. Submitted for review, July 2025.

1.6.2 Conference Papers

• Michael Klonowski, Marcus J. Holzinger, and Naomi Owens Fahrner. Optimal Cislunar

Architecture Design Using Monte Carlo Tree Search Methods. In The Advanced Maui
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Optical and Space Surveillance Conference, volume 70, page 17, September 2022.
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and Space Surveillance (AMOS) Technologies Conference, page 15, September 2023.
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ysis of Persistent Detection Corridors for Cislunar Space Situational Awareness. In The

Advanced Maui Optical and Space Surveillance (AMOS) Technologies Conference, 2024.



Chapter 2

Background

2.1 Architectures for Cislunar Space Situational Awareness

2.1.1 The Circular Restricted Three-Body Problem

Throughout this thesis, we model the complex dynamics of Cislunar space using the Circular

Restricted Three-Body Problem (CR3BP). The CR3BP is a simplified model of the gravitational

interactions between three bodies, where two of the bodies are massive and the third body is a

negligible mass. In this case, the Earth and the Moon are the two primary bodies, and the third

body is a spacecraft or space object (SO) of negligible mass. The CR3BP assumes that the two

primaries are in circular orbits around their common center of mass (barycenter) unaffected by the

third body. Because of these assumptions, the CR3BP is an autonomous system, meaning that

the equations of motion do not depend on time, allowing the system to be described in a rotating

frame, with the Earth and Moon stationary. While other higher-fidelity models exist, such as the

bi-circular restricted four-body problem (BR4BP), the CR3BP is widely used due to its simplicity

and useful properties, and in many of the novel algorithms used in this thesis, the Cislunar dynamics

can be modeled with any model according to an analyst’s needs.

As is common in astrodynamics, the distance, time, and mass quantities are nondimension-

alized to reduce the potential for poor conditioning in numerical simulations. The characteristic

length is set to the distance between the Earth and the Moon, or the mean semi-major axis of the

Moon’s orbit about the Earth:
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l∗ = 3.9860044× 105 km (2.1)

The characteristic mass is set as the sum of the masses of the two primaries, or the mass of the

Earth plus the mass of the Moon, which leads to the nondimensionalized mass ratio, µ:

µ =
MM

ME +MM
≈ 0.012150584... (2.2)

The characteristic time is set such that in the nondimensionalized system, the period of the Moon’s

orbit is 2π TU

t∗ =

(
l3

G̃(ME +MM )

)1/2

= 3.75190261× 105 s ≈ 4.342 days (2.3)

where G̃ is the universal gravitational constant. As a result of these characteristic quantities, the

Earth and Moon lie on the x axis at x = −µ and x = 1−µ, respectively. Throughout this thesis, we

often use the nondimensional quantities for time and distance, marked as TU and DU , respectively.

Where appropriate, some quantities are discussed in their dimensional form.

The equations of motion for the CR3BP can be expressed in a compact form via the pseudo-

potential, U , which captures the effective potential of the system including the standard gravita-

tional potential and the centrifugal force due to the rotating frame:

U =
1

2

(
x2 + y2

)
+

(1− µ)

r1
+
µ

r2
(2.4)

r1 =
√

(x+ µ)2 + y2 + z2 (2.5)

r2 =
√
(x− 1 + µ)2 + y2 + z2 (2.6)

(2.7)

where r1 and r2 are the distances from the spacecraft to the Earth and Moon, respectively. The

equations of motion can then be expressed as the following system of second-order ordinary differ-

ential equations (ODEs):
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ẍ =
∂U

∂x
+ 2ẏ (2.8)

ÿ =
∂U

∂y
− 2ẋ (2.9)

z̈ =
∂U

∂z
(2.10)

where ẋ, ẏ, and ż are the time derivatives of the position coordinates in the rotating frame. In

vector form, the second order ODE is

ẍ = f(x) =

ṙ
r̈

 =



ẋ

ẏ

ż

∂U
∂x + 2ẏ

∂U
∂y − 2ẋ

∂U
∂z


(2.11)

The assumptions in the CR3BP admit five equilibrium points where a spacecraft can remain

stationary with zero velocity unperturbed. These equilibrium points are often referred to as La-

grange points or libration points, two of which can be solved for analytically (L4 and L5) and three

of which must be solved for numerically. The Lagrange points within the Earth-Moon CR3BP are

defined in Table 2.1 and shown in Figure 2.1.

Table 2.1: Lagrange points in the Earth-Moon CR3BP. The coordinates are given in nondimen-
sionalized units (DU) in the rotating frame.

Lagrange Point x (DU) y (DU) z (DU)

L1 0.836915 0.0 0.0

L2 1.155682 0.0 0.0

L3 -1.005063 0.0 0.0

L4 0.487849 0.866025 0.0

L5 0.487849 -0.866025 0.0
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Figure 2.1: Lagrange points in the Earth-Moon CR3BP rotating nondimensional frame.

In the CR3BP, there exists a single constant of motion CJ which is a constant quantity along

a trajectory in the CR3BP. This constant, the Jacobi constant, is defined as

CJ = 2U − ẋ2 − ẏ2 − ż2 = 2U − v2 (2.12)

where v2 = ẋ2 + ẏ2 + ż2. The Jacobi constant is a measure of the total energy of the system, and

by abuse of language in this thesis, we often refer to the Jacobi constant as the Jacobi energy of a

trajectory. The Jacobi energy is extremely useful in analysis as it allows for the categorization of

regions within Cislunar space. For example, given that the pseudo-potential is only a function of

position, we can select a Jacobi energy value C∗
J and solve for v2 over a meshgrid of positions in the

rotating frame. The manifold where v2 = 0 is referred to as the zero-velocity surface and demarks

the boundary of regions of Cislunar space that are accessible to a spacecraft with Jacobi energy C∗
J .

Thus, regions where v2 < 0 are inaccessible to a spacecraft with Jacobi energy C∗
J , while regions

where v2 > 0 are accessible. The Jacobi constant is often used as a first principles informed method

of sampling velocities for trajectory generation in the CR3BP, as it restricts the velocities to those

that are physically realizable in the system. An example of these regions is shown for increasing
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Jacobi energies in Figure 2.2.

Figure 2.2: Zero-velocity surfaces and inaccessible regions over increasing energy. The zero-velocity
surface is shown in black, with inaccessible regions shaded in grey.

2.1.1.1 Periodic Orbits

The CR3BP admits a wide variety of fundamental solutions including periodic orbits that

exactly repeat after a fixed period. There are an infinite number of periodic orbits in the CR3BP,

but since there are no analytic solutions to the CR3BP, these orbits must be solved for numerically.

Most often, a shooting method is used to solve a boundary value problem (BVP) to obtain a

periodic orbit starting near an equilibrium point or from a bifurcation from an existing orbit.

Then, additional memebers of an orbit family can be obtained using continuation methods. A

number of procedures for computing periodic orbits are discussed in detail in [36].

There are many orbital families discussed throughout the literature for various purposes,

each with varying geometries, periods, and stability properties. The Jet Propulsion Laboratory

(JPL) 1 maintains a massive database of precomputed periodic orbits in the Earth-Moon CR3BP,

from which many of the periodic orbits discussed in this thesis are obtained. Additional periodic

orbits are generated using a multiple shooting method. Orbits from the following families are used

throughout this thesis:

• L1 and L2 Lyapunov, Halo, Axial, and Vertical

1 https://ssd.jpl.nasa.gov/tools/periodic_orbits.html

https://ssd.jpl.nasa.gov/tools/periodic_orbits.html
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• L4 and L5 Axial, Planar, and Long

• Distant Retrograde and Prograde, Low Prograde

• 1:2, 1:3, 2:3, 3:2 Resonant Orbits (resonance with the CR3BP period)

• Dragonfly and Butterfly Orbits

• GEO Orbit

These orbits are shown in Figure 2.3 with initial conditions reported in Appendix ??.

2.1.2 Illumination and Pointing Constraints

Within this thesis, we consider illumination and pointing constraints as they relate to the

ability of observers to detect SOs in Cislunar space. These constraints are widely used across the

field, and are taken from [25, 94, 35]. A SO is only non-illuminated when it is in the Earth or

Moon’s shadow. To check for illumination, the positions of the SO, Earth, Moon, and Sun within

the CR3BP rotating frame are rSO, rE , rM , s. The SO is considered illuminated if the following

conditions are met:

∥ŝ× (rSO − rE)∥ > RE or ŝ · (rSO − rE) < 0 (2.13)

and

∥ŝ× (rSO − rM )∥ > RM or ŝ · (rSO − rM ) < 0 (2.14)

where ŝ is the unit vector pointing from CR3BP system barycenter to the sun defined as

ŝ =
s

∥s∥
(2.15)

and RE and RM are the radii of the Earth and Moon, respectively. The first expression in Eqn.

2.13 checks if the SO is outside of a cylinder with radius RE extending from the Sun through the

Earth, while the second expression checks if the SO is in front of the Earth relative to the Sun.
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(a)

(b)

Figure 2.3: Candidate observer orbits in the CR3BP. Split into four figures for clarity (continued
on next page).
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(c)

(d)

Figure 2.3: Candidate observer orbits in the CR3BP. Split into four figures for clarity.
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The same logic applies to the Moon in Eqn. 2.14. If both conditions are met, the SO is considered

illuminated. If either condition is not met, the SO is considered non-illuminated. This illumination

condition can be seen in Figure 2.4 adopted from [35].

Pointing constraints are also considered in this thesis, representing the inability of an observer

to detect a target if the target is within some angle of the Earth, Moon, and Sun, as well as additional

angular exclusion zones around these bodies. Here, the observer position is represented as robs and

the pointing constraints are defined as follows:

arccos

(
e · v

∥e∥∥v∥

)
≤ ϵ+ βE (2.16)

where e = rE − robs., v = rSO − robs., βE defines the additional angular exclusion extended from

the Earth, and ϵ defines the angular exclusion as a result of the Earth defined as

ϵ = arctan

(
RE

∥robs − rE∥

)
(2.17)

Similarly, for the Moon’s exclusion cone, the SO is occluded if

arccos

(
m · v

∥m∥∥v∥

)
≤ η + βM (2.18)

where m = rM − robs., βM defines the additional angular exclusion extended from the Moon, and

η defines the angular exclusion as a result of the Moon defined as

η = arctan

(
RM

∥robs − rM∥

)
(2.19)

Finally, we also define an exclusion cone of 10◦ with respect to the direction of the solar

illumination in the rotating frame (ŝ). Occlusion in this region is defined by

arccos

(
−ŝ · v

∥v∥

)
≤ 10◦. (2.20)
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Figure 2.4: Illumination and pointing constraints for a space object in Cislunar space. The SO is
illuminated if it is outside the Earth and Moon’s shadows, and can be detected by an observer if it
is outside of the angular exclusion cones, representing the pointing constraints.
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2.1.3 Sensor Modeling

To simulation detections of space objects in Cislunar space, a sensor model is leveraged based

off of the work from Coder [25], which allows for simulating a signal-to-noise ratio (SNR) based

on observer capabilities. In this thesis, as in the majority of the Cislunar SSA literature, a space

object is modeled as a d = 1m diameter Lambertian sphere with specular reflectance aspec = 0.0

and diffuse reflectance adiff = 0.2 (assumed constant across all wavelengths) as in [94]. First, the

solar phase angle ψ, defined as the angle between the observer’s line of sight to the SO and the

Sun, is calculated as

ψ = arccos

(
ŝ · v

∥v∥

)
(2.21)

the diffuse phase angle function is written as

pdiff (ψ) =
2

3π
[sinψ + (π − ψ) cosψ] (2.22)

Then, given the specular and diffuse components of object reflectance aspec and adiff , the apparent

magnitude of the SO can be estimated as

mSO = mS − 2.5 log 10

(
d2

∥v∥2
[aspec

4
+ adiffpdiff (ψ)

])
(2.23)

where here mS = −26.74, resulting in the apparent magnitude of an SO as a function of the solar

phase angle and relative observer and SO positions.

Using the apparent magnitude, we can obtain the photon flux density ΦSO of the SO as

ΦSO = Φ0 × 10−0.4mSO (2.24)

Φ0 =
M0λ

hc
(2.25)
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where M0 = 3.67× 10−9 Wm−2 is the solar existence of a magnitude 0 object, λ is the wavelength

of interest (here chosen to be λ = 625nm), and h and c are Planck’s constant and the speed of light

respectively.

Then, the photon flux captured by the optical system in e−/s is given as

qSO = ΦSOτatmτopt

(
πD2

4

)
QE (2.26)

Here, τatm and τopt are the transmittance of the atmosphere and optical components defined in

τ ∈ (0, 1]. The aperture diameter of the telescope used by the observer is given as D, and the

quantum efficiency of the camera is given as QE ∈ (0, 1]. Furthermore, by setting τatm = 1

Equation 2.26 is tailored specifically for a space-based observer, as used in this work. Finally, given

an integration time t we can estimate the SNR of an SO in an exposure as

SNR =
qSOt√

qSOt+m(1 + m
z )[(qp,sky + qp,dark)t+

σ2
r

n2 ]
(2.27)

In this equation, m represents the amount of pixels occupied by the SO, z is the amount of pixels

used to estimate the background noise, n is a binning factor (set to 1 in this work), and σ2r is

the sensor read noise. Equation 2.27 also considers the photon flux per pixel associated with the

background sky irradiance, qp,sky and the dark current per pixel from the camera sensor, qp,dark.

We set qp,sky = 0 since the simulated observers used here are space-based. Finally, the integration

time t is set to a constant value of t = 30 seconds. Throughout this thesis, the SNR is used as a

proxy for the ability of an observer to detect an SO, within an observer’s field of regard (FoR). A

threshold of SNR ≥ 6 is used to determine if an SO is detectable.

The electro-optical sensors used here are based off of an off-the-shelf Finger Lakes Instruments

Kepler KL4040 CMOS camera, with capabilities and relevant SNR calculation parameters shown

in Table 2.2.
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Table 2.2: Sensor specifications and relevant parameters for calculating SNR. Based on the Finger
Lakes Instruments Kepler KL4040 CMOS camera.

Parameter Symbol Value

Quantum Efficiency QE 70% (@625nm)

Sensor Read Noise σr 10 e−

Dark Current qp,dark 0.2 e−/s

SO Pixels m 1

BG Noise Pixels z 10

Binning Factor n 1

Integration Time t 30 s

Atm. Trans. τatm 1.0

Opt. Trans. τopt 0.75
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2.1.4 Distributed Architectures

As previously discussed, constellations consisting of multiple observers distributed through-

out Cislunar space are neccessary for effective SSA. Throughout this thesis, various models of

distributed architectures are considered for their cost and performance in Cislunar SSA activities.

These architectures consist of potentially multiple observers, with each observer defined by a tuple:

Obsi = [Family, Index, Phasing, Telescope Diameter] (2.28)

Here, Family indicates the type of orbit, Index refers to the specific orbit in the family, Phasing ∈

[0, 1] is the initial position of the orbit as a fraction of its period, and Telescope Diameter ∈

[200mm, 300mm, 500mm] is the diameter of the observer telescope. Each observer’s state can be

evaluated at time t as xObsi(t). The initial phasing is enforced at an arbitrarily chosen simulation

epoch Tepoch, and in results throughout this thesis is often reported as an angle αphase = 360◦ ×

Phasing. Then, an architecture X can be defined as a set of observers

X = {Obs1, Obs2, ...} (2.29)

As discussed throughout the literature [94, 46, 40, 89], periodic orbits with periods approxi-

mately resonant with the Earth-Moon synodic period benefit from a predictable repeating geometry

with respect to the incoming solar illumination, when phased appropriately in their orbits. An orbit

with m : n resonance with the synodic period indicates that the orbit completes m revolutions for

every n synodic periods. Thus a 2 : 1 synodic resonant orbit completes two revolutions for every

synodic period. In an architecture with i observers with varying resonances of m1 : n1, ...,mi : ni,

the period of the entire configuration (i.e. the time for the relative initial geometries to repeat) is

lcm(n1, ..., ni) synodic periods, where lcm(·) is the least common multiple. In this thesis, candidate

orbits include approximate resonances of 1 : 1, 1 : 2, 1 : 3, 1 : 4, 2 : 1, 3 : 1, 3 : 2, 4 : 3, 5 : 2, 5 : 3,

5 : 4, and 6 : 5, resulting in the maximal possible period of an architecture being 60 synodic periods

or about five years. In reality, this assumption of resonance is imperfect and relative geometries
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will not exactly repeat. This assumption will be addressed in more detail in Chapters 5 and 6.

2.2 Multi-Objective Optimization

Multi-objective optimization (MOO) is the process of optimizing two or more often competing

objective functions. Marler et al [70] provides an excellent discussion of MOO theory, terminologies,

and algorithms, so only a discussion of the relevant definitions will be provided here. Given a vector

of design or decision variables x ∈ En, where n is the number of independent variables, a MOO

problem (MOOP) can be defined as (adopted from [70])

min
x

F (x) = [F1(x), F2(x), ..., Fk(x)]
T (2.30)

where F (x) ∈ Ek is a vector of k objective functions where Fi(x) : E
n → E1. The feasible design

space X is the set of decision variables that satisfy potential constraints (often presented as g(x)

and h(x)). The feasible criterion space is the set {F (x)|x ∈ X} that represents the objective

space that is achievable through the feasible design space. Typically, such a problem has no single

optimal value x∗ that satisfies Eqn. 2.30, and as such it is necessary to determine a set of points

that meet some condition of optimality. Most widely used in the field is Pareto optimality, defined

as follows (adopted from [70])

Definition 1 (Pareto Optimal) A solution x∗ ∈ X is Pareto optimal if and only if there does

not exist another point x ∈ X, such that F (x) ≤ F (x∗), and Fi(x) < Fi(x
∗) for at least one

Fi ∈ F . The set of Pareto optimal solutions evaluated in F (·) is referred to as the Pareto set (P ),

and x∗ is said to be non-dominated in P . Furthermore, x∗ dominates x in P .

Thus, the Pareto set, or Pareto front, contains all the non-dominated vectorial objectives evaluated

at the non-dominated solutions. For ease of reference, this set can be expressed as a dictionary

object P = {x∗
i : F (x∗

i )} for all non-dominated x∗
i ∈ X. By abuse of language, F (x∗

i ) is also said

to be non-dominated in P . Typically, when referring to points in the Pareto set, this is referring

to the solutions x∗ evaluated in objective space F (x∗). It should be noted that a MOOP can have
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objectives meant to be minimized or maximized, in which case objective functions in Eqn. (2.30)

can be multiplied by -1 to convert minimization to maximization.

There are a multitude of methods for solving or approximating the true Pareto set for various

problems with performance and convergence highly dependent on problem type and complexity.

Marler et al. provide detailed discussions and comparisons between some of the most common

methods applied to the engineering domain [70].

2.2.1 Multi-Objective Optimization Algorithms

Two algorithms are used in concert throughout this thesis to solve MOO problems. First,

these algorithms are explained in detail, and then the specific implementation used in this thesis

are discussed.

2.2.1.1 NSGA-II

A genetic algorithm (GA) is a type of evolutionary algorithm that mimics the process of

natural selection to solve optimization problems. In a GA, a population of candidate solutions is

evolved over generations through the processes of selection, crossover, and mutation. The fitness

of each candidate solution is evaluated based on an objective function, and the best performing

candidates are selected to form the next generation. Crossover combines two parent solutions

to create offspring solutions, while mutation introduces random changes to individual solutions

to maintain genetic diversity. GAs are widely used across various domains due to their ability to

explore large state spaces without requiring gradient information, making them suitable for complex

and nonlinear multi-objective optimization problems [70].

Nondominated Sorting Genetic Algorithm II (NSGA-II), first introduced in [31], is a popular

multi-objective evolutionary algorithm that implements sorting of individuals based on their levels

of nondominance. It also utilizes elitism, or the process by which best performing individuals

remain unaltered, while others go through the processes of crossover and mutation. NSGA-II has

been shown to perform well with highly nonlinear MOOPs. In this work, we utilize the Deap



28

Python package [37] for the implementation of NSGA-II.

2.2.1.2 Markov Decision Processes

Recent advances in computer processing power and reinforcement learning methods have

prompted the exploration of novel engineering problems within the framework of sequential decision

processes. A Markov Decision Process (MDP) is a mathematical model that represents a discrete

time sequential decision process. An MDP is defined by the tuple (S,A, T,R, γ) where

• S is the state space

• A is the action space

• T : S ×A× S → [0, 1] is the state transition function

• R : S ×A× S → R is the reward function from selecting an action a at state s and ending

up in state s′

• γ is the discount factor used for weighting immediate rewards higher than distant rewards

Relevant to this thesis is that the scalar reward function can be altered to include multiple objectives

so that R : S ×A× S → Rk where k ≥ 1 is the number of objectives.

A key trait of an MDP is that it adheres to the Markov assumption. A fundamental property

of MDPs, this assumes that the next state in a sequential process depends only on the current state

and action, and not on any previous action or state [66]. This allows for a dramatic reduction in

complexity because one does not need to store an entire sequence history in order to reason about

future states. It also provides a foundation for proving the convergence of different algorithms.

The solution to an MDP can be represented as a policy function π∗(s) : S → A that maximizes

expected utility Uπ∗
(s) for all s ∈ S. Utility, also referred to as the value function, represents the

maximum expected discounted cumulative reward over the available actions at a state
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U(s) = max
a

(
R(s, a) + γ

∑
s′

T (s′ s, a)U(s′)

)
(2.31)

= max
a

Q(s, a) (2.32)

Here, Q(s, a) is defined as the action value function, which represents the expected discounted

cumulative reward of taking action a in state s. Note that in the case of a vector reward function

(k ≥ 1), the value and action value functions are similarly sized vectors. From the action value

function, the policy can be extracted as

π(s) = argmax
a

Q(s, a) (2.33)

In simple MDPs, solving for the optimal policy π∗(s) can be accomplished through value or pol-

icy iteration, which recursively estimates the value or action value functions, respectively, and is

guaranteed to converge in finite time given sufficient computing resources. However, in problems

with larger state and action spaces, the curse of dimensionality appears and makes finding exact

solutions intractable. Thus, methods are needed to generate approximations of the optimal policy.

For further discussion on MDPs, the reader is referred to [66].

2.2.1.3 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is a tree search algorithm that balances exploration and

exploitation of the state-action space of an MDP to efficiently estimate the action value function of

a root node [23]. The bandit-based Upper Confidence Bounds Applied to Trees (UCT) as proposed

by [67] is nearly synonymous with MCTS, as it has become the dominant mechanism for balancing

exploration and exploitation across the field. While only a brief overview of the steps of MCTS is

provided here, there are myriads of articles and reviews on variations and applications of MCTS

[92, 85, 83, 84, 7, 19, 55, 72].

There are a few fundamental concepts to understand that underpin the MCTS methodology:
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(1) Tree Structure - Nodes in the tree represent states in the MDP. The tree is initialized

with a root node. A node in the tree can have any number of child nodes (children), which

represent the resultant state from taking an action at the parent node. A node with no

children is called a leaf node.

(2) Selection (UCT) - Starting from the root node, traverse to children by selecting an action

using the UCT equation [66, 67]

a∗ = argmax
a

(
Q(s, a) + c

√
logN(s)

N(s, a)

)
(2.34)

where N(s) is the number of times the node corresponding to state s has been visited,

and N(s, a) is the number of times action a has been selected at state s. This equation

is critical to the success of MCTS because it balances the exploration of parts of the tree

that have not been visited much with the exploitation of promising sections that have been

visited previously.

For an MDP with a vector reward function (and value and action value functions), this

equation must be modified. Wang, et al. [98] propose a modified UCT algorithm that uses

the hypervolume indicator (HVI) [82] to guide selection. Given the Pareto set P as defined

in Def. 1, the multi-objective UCT equation selects an action by

a∗ = argmax
a

(
HV (Q(s, a) ∪ P )− d(Q(s, a)) + c

√
logN(s)

N(s, a)

)
(2.35)

d(Q(s, a)) =


0 Q(s, a) is non-dominated in P

||Q(s, a)−C(Q(s, a), P )|| otherwise

(2.36)

where C(Q(s, a), P ) is the projection of Q(s, a) onto the convex hull of non-dominated

points in the Pareto set. A property of the HVI is that when Q(s, a) is dominated in P ,

HV (Q(s, a) ∪ P ) = HV (P ). Conversely, if Q(s, a) is non-dominated in P , HV (Q(s, a) ∪
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P ) > HV (P ). Thus, the penalty term d(·) is needed to reflect the approximate Euclidean

distance from the dominated point to the Pareto front. Therefore, Eqn. 2.35 returns an

action a∗ that balances exploration and exploitation of previously visited nodes that may

increase the HVI of the Pareto front. For rewards defined in [0, 1], the range of the HVI is

similarly constrained and the constant c in Eqns. 2.34 and 2.35 is typically chosen to be

√
2.

(3) Expansion (Progressive Widening) - Selection continues until a node is selected that

has no children (a leaf node) or is not fully expanded. At this point, if possible, a new

action is selected heuristically or stochastically, the action is simulated in the environment,

and the resultant state si at tree depth i is added to the parent as a child and leaf node.

A node is considered fully expanded if all of its possible children have been expanded. In

MDPs with large action spaces, or large branching factors, requiring a node to be fully

expanded before continuing selection down the tree can quickly limit the ability of MCTS

to explore states over longer time horizons. Thus, progressive widening (PW) [26] can be

used to limit the number of children required to consider the parent fully expanded. This

limit kPW increases as a function of the number of times a node has been visited by

kPW = ⌊CN(s)α⌋ (2.37)

with constants C > 0 and α ∈ [0, 1].

(4) Simulation - At the newly expanded leaf node, a rollout is performed to generate an

estimate of the value function at the new state. A rollout heuristic, or simulation, generates

a set of actions to take from the leaf node until a maximum depth or terminating criteria in

the MDP is reached. At the end of the rollout, a discounted cumulative reward is returned

to the leaf node. The rollout heuristic or simulation can be fully random or use domain

knowledge to return a reward.
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(5) Backpropagation - After a discounted cumulative reward ri is returned from simulation

at the leaf node (si), the action value function and node visit counts are updated for every

action taken and node visited during the traversal. Starting from the parent of the leaf

node and running until the root node is reached at depth i = 0

Q(sj , aj) = Q(sj , aj) +
rj+1 −Q(sj , aj)

N(sj , aj)
(2.38)

N(sj , aj) = N(sj , aj) + 1 (2.39)

N(sj) = N(sj) + 1 (2.40)

for j = {i− 1, i− 2, ..., 0} where aj is the action taken at state sj to get state sj+1 at tree

depth j.

In MDPs with vectorial rewards, MCTS is referred to as multi-objective MCTS (MO-MCTS). The

implementation of MO-MCTS in this thesis is adapted from [98].

It is worth mentioning that MO-MCTS can be applied to MDPs where the sequence of actions

{a1, a2, ..., aj} taken from an initial state s1 does not affect the final state sj resulting from those

actions. Though extra logic must be included to ensure that a previously visited state is not added

twice as a node, MO-MCTS combined with UCT used in MDPs with fully deterministic state

transitions is a powerful tool for state space exploration. MO-MCTS has been implemented in

numerous multi-objective optimization problems in the engineering domain posed as single player

games [84] due to its versatility and ability to effectively balance exploration with exploitation in

highly dimensional state spaces [7, 83, 58]. In this thesis, MO-MCTS is used to intelligently explore

the state space of MOO problems and return a set of Pareto optimal solutions instead of an optimal

policy. However, within the implementation of MO-MCTS there is an implication that the problem

can be altered to enforce sequential actions, which can be used to simulate an optimal sequence

of observer placement in the Cislunar SSA architecture design problem. This such use case is not

addressed in this thesis, but is a potential direction for continuing work in the field.
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2.2.1.4 Hybrid Approach

Within this thesis, a hybrid approach is implemented that combines the strengths of NSGA-II

and MO-MCTS to more efficiently solve MOOPs. While MO-MCTS is typically used in sequential

decision making processes, since we are not interested in the specific sequence of actions taken, the

underlying MOOPs can be solved using a variety of methods across the fields of multi-objective

optimizaiton and machine learning/reinforcement learning (ML/RL). In this thesis, MO-MCTS is

used to explore the initial state space of the MOOP, at which point NSGA-II is used to refine

the solutions found by MO-MCTS. This is effective in that MO-MCTS with UCT and progressive

widening is able to quickly identify promisin areas of the state space, while NSGA-II with initial

population filled with the solutions found by MO-MCTS is able to refine the solutions and converge

on the Pareto front. This hybrid approach is used in Chapters 3 and 4 to solve the Cislunar SSA

architecture design problem, and is shown to be effective in finding a diverse set of Pareto optimal

solutions.

2.3 Graph Theory

Here, a brief summary of the basic concepts of graph theory is presented as it relates to this

thesis. For an exhaustive discussion, the reader is referred to [12]. A graph G is a an ordered pair

of sets G = (N , E) such that E ⊂ N (2), where N is the set of nodes or vertices and E is the set of

edges. An edge (ηi, ηj) ∈ E(G) connects nodes ηi, ηj ∈ N (G), and ηi and ηj are said to be adjacent

or neighbors. For brevity, this edge can be written as ηiηj or ij. Note that where applicable in this

thesis, edges are implied through the existence of neighbors.

The set of nodes that are adjacent to a node ηi ∈ G is called the neighbourhood of ηi, denoted

by Γ(ηi). The degree of a node d(ηi) = |Γ(η)| is the number of neighbors of ηi. If the edges in G

are ordered pairs of nodes, then G is said to be a directed graph where ij and ji are unique edges.

If only one such edge ij or ji is allowed, then the graph G is said to be an oriented graph. In these

graphs, a node thus has an indegree, d−(η) and outdegree d+(η), representing the amount of edges
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going into and out of the node, respectively.

A path is a graph P = (NP , EP ) such that P ⊂ G and

NP = {η0, η1, ..., ηl} EP = {η0η1, η1η2, ..., ηl−1ηl} (2.41)

where l = eP is the length of P and each ηi is distinct. Two paths are considered independent

if the only shared nodes between them are the start and end node. Here, since edges are implied

through node neighbors, a path is simply represented by a sequence of nodes. In this thesis, the

exploration of acyclic oriented graphs will be conducted, oriented graphs in which all directed edges

are oriented in the same direction, in this case forward in time.

2.3.1 A* Search

The A* algorithm is a well-established pathfinding method that combines the principles of

Dijkstra’s algorithm and greedy best-first search. It is designed to find the shortest path between

two nodes in a graph by minimizing the total estimated cost from the start node to the goal node.

This is achieved by utilizing a heuristic function h(η), which estimates the cost to reach the goal

from a given node η, in conjunction with the actual cost g(η) incurred to reach that node from the

start [53].

A* operates by exploring paths that minimize the function f(η) = g(η) + h(η), where g(η)

is the cumulative cost of traversal from the start node to η, and h(η) (the heuristic) provides an

estimate of the cost from η to the goal. The algorithm prioritizes nodes in the search based on this

combined cost, allowing it to effectively balance the exploration of the search space with the goal

of finding the optimal path efficiently [53].

In practice, the A* algorithm maintains a priority queue of nodes to be explored, starting

from the initial node. At each step, the node with the lowest f(η) value is expanded, and its

neighbors are added to the queue with updated g(η) and f(η) values. The search continues until

the goal node is reached, ensuring that the path found is the one with the lowest total cost, assuming

an admissible heuristic is used. For this work, we use a weighted heuristic based on the current
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node’s distance and time to a predetermined goal. The cost of traversal between nodes, represented

by g(η), can then be determined through a custom distance function, depending on the specific

context.

2.4 Reachable Set Theory

Reachability theory involves solving for all possible states that a spacecraft can reach given

a set of feasible control, over some time horizon tf . This is typically formulated as a set of optimal

control problems, where the objective is to maximize the reachable set while adhering to the

spacecraft’s dynamics and control constraints. The discussion here is largely taken from [57, 18],

which both provide methods for approximating reachable sets.

The optimal control problem can be stated as

max
u∈U

[∫ tf

t0

L(x(τ),u(τ), τ)dτ + V (xf , tf )

]
(2.42)

s.t. ẋ = f(x,u, t)

g(x0, t0,xf , tf ) ≤ 0

where x and u are the state and control, respectively, t ∈ [t0, tf ] is time, L is the system Lagrangian,

V (·) is the terminal performal function, f(·) is the system dynamics (here the planar CR3BP), g(·)

is a boundary condition, and U is the set of all feasible controls. In a reachability analysis, a

minimum-time formulation is used such that L = 0, which leads to maximizing the final value

function V (·). This results in the Hamilton-Jacobi-Bellman (HJB) partial differential equation,

which can be solved to obtain the minimum-time optimal control, maximizing the rechable set.

∂V

∂t
+max

u∈U

[
∂V

∂x
f(x,u, t)

]
= 0 (2.43)

Here, the second term is the Hamiltonian, which represents the maximum rate of change of the
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value function with respect to the state.

H∗ = max
u∈U

[∂V
∂x

f(x,u, t)
]

(2.44)

Often tmes, the HJB is solved using level-set methods for the value function V , the zero-level set

solution of which marks the boundary of the exact reachable set. Such methods suffer from the

curse of dimensionality. Most often, the reachable set is approximated by solving multiple optimal

control problems, sufficiently sampling the state and control space to obtain an overapproximation

of the reachable set at time tf [18, 57]. The forward reachable set over tf can then be defined as

R(tf ;U ,f , g, t0) = {xf ∈ Rn : ∀u ∈ U , g(x0) ≤ 0,xf = ϕf (tf ;x0,λ0, t0)} (2.45)

where ϕf is the dynamics flow function, x0 is the initial state, and λ0 is the initial costate. For

notation’s sake, the reachable set and intermediate states eminating from x0 over time horizon

T = [t0, ..., tf ] is denoted as R(x0, T ).



Chapter 3

Optimal Cislunar Architecture Design Using Monte Carlo Tree Search

This chapter presents a novel multi-objective Monte Carlos Tree Search (MO-MCTS) algo-

rithm to uncover near-optimal solutions to the Cislunar architecture design problem, addressing a

gap in the SSA literature at the point of publication. First, the simulation framework for evaluating

architecture is described, including discussion on the solar illumination. Then, the multi-objective

architecture design problem is described and formulated as a Markov Decision Process (MDP). The

MDP is then solved using the MO-MCTS algorithm, which is designed to efficiently explore the

architecture design space and identify Pareto optimal solutions. Finally, the results of the MO-

MCTS algorithm are presented within both a trajectory- and volume-oriented SSA framework,

demonstrating its effectiveness in finding high-quality architectures for Cislunar SSA.

3.1 Multi-Objective Architecture Design

3.1.1 Simulation Framework

To effectively evaluate the performance of Cislunar architectures, a simulation framework is

developed, incorporating solar illumination data from the Python wrapper for the Spice toolkit

[4] within the CR3BP as a function of time. The framework allows construction of architectures

at specified simulation epochs, at which initial phasings of observers are assigned. Furthermore,

because of the influence of solar illumination on the visibility of SOs in the region, we evaluate

architecture over multiple simulation epochs, each with a different initial solar illumination, in

order to effectively capture the time-dependent nature of Cislunar SSA. Specifically, as discussed in
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Section 2.1.4, the maximum possible architecture period (time for all relative geometries to repeat) is

about 60 synodic periods. As such, each architecture is evaluated over 60 synodic periods, or about

five years. Within this total time period, there are 30 simulation epochs, with the solar illumination

at each epoch being shifted by 24 hours. This allows for a more comprehensive evaluation of each

architecture’s unique and complex geometry. This epoch variation is described in Figure 3.1.

Figure 3.1: Resonance of a Cislunar architecture configuration consisting of three observers with
3:2, 1:2, and 5:3 resonance with the Earth-Moon synodic period. Every other synodic period the
architecture configuration is evaluated at a different epoch, each separated by 24 hours relative to
the synodic period. The pattern repeats for 60 synodic periods.

3.1.2 Average Coverage Metric

To quantify performance, we use a simple metric that captures the ability of an architecture

to maintain or obtain coverage of a trajectory within Cislunar space. For an SO in Cislunar space

at rSO(ti), we use the equations from Sections 2.1.2 and 2.1.3 to determine wether it is detectable

by any observer (within its FoR) in a distributed architecture X = {Obs1, Obs2, ..., Obsn}. For a

SO rSO at simulation time ti, a general operator Λ(ti, rSO,X) calculating SNR for all observers

can be expressed for convenience as
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Λ(ti, rSO,X) =



Λ(ti, rSO, Obs1)

Λ(ti, rSO, Obs2)

...

Λ(ti, rSO, Obsnobs
)


∈ ℜnobs (3.1)

Λ(ti, rSO, Obsj) =


SNR(ti, rSO, Obsj) if visible by Obsj

∅ otherwise

(3.2)

where SNR(rSO, rObsj (ti)) is the SNR of the SO at time ti as seen by observer Obsj , and ∅ indicates

that the SO is not visible by observer Obsj at time ti due to either illumination or pointing

constraints as detailed in Section 2.1.2. Note that the SNR is calculated using the equations from

Section 2.1.3, and for simplicty it is implied that all relevant parameters (e.g., telescope diameter,

exposure time, etc.) are included in the SNR calculation, and that the simulation environment is

updated to account for the changing solar illumination and observer positions over time. Then, a

detection indicator D(ti, rSO,X) is defined as

D(ti, rSO,X) =


1 if any Λ(ti, rSO,X) > SNRmin

0 otherwise

(3.3)

where SNRmin is the minimum SNR required for detection. Finally, a detection maskD(Tj , rSO,X)

can be compiled for an architecture over a simulation epoch Tj = [t0, t1, ..., tnsteps ] for nsteps time

steps per simulation epoch as

D(Tj , rSO,X) = [Ddet(ti, rSO,X) | ti ∈ Tj ] (3.4)

To reiterate, it is implied that all relevant simulation parameters including the solar illumination,

observer positions, and SNR calculation parameters are updated at each time step ti in the sim-

ulation epoch Tj . This also includes if the SO is traversing along a precomputed trajectory over

time. The detection mask D(Tj , rSO,X) is then used to calculate the average coverage metric for
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an architecture X over a trajectory rSO as follows. So, for the jth simulation epoch over time

Tj = [t0, t1, ..., tnsteps ], the average coverage metric ηj(X) for a SO is defined as

ηj(X) =
D(Tj , rSO,X) · I

nsteps
(3.5)

The total average coverage of architecture X over all simulation epochs is then

η(X) = avg({η1(X), η2(X), ..., ηne(X)}) (3.6)

for ne simulation epochs.

3.1.3 Architecture Cost Metric

The cost metric assigns a cost to an architecture based on the number of observers and

the diameter of the telescope it uses. It is designed to represent the nonlinear price increase

associated with going from smaller to larger diameter telescopes. Using the equation ( C
200mm)2

for C = 200mm, 300mm, 500mm, the cost of an architecture can be defined as a function of the

number of observers with varying telescope diameters:

Ctotal = C200mmn200mm + C300mmn300mm + C500mmn500mm (3.7)

C200mm = 1

C300mm = 2.25

C500mm = 6.25

where n200mm, n300mm, and n500mm are the number of observers with telescope apertures of 200mm,

300mm, and 500mm, respectively. For use in the MO-MCTS algorithm such that it scales well with

the coverage objective defined in [0, 1], the cost is normalized to be in [0, 1] and to be maximized

Ĉ = 1− Ctotal

Cmax
(3.8)
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where Cmax is the maximum possible cost of an architecture. In this case, with a maximum of five

observers and a maximum telescope diameter of 500mm, Cmax = 6.25 · 5 = 31.25. While many

other studies use the linear stablity index [89, 97, 29, 24] which is representative of the cost of

stationkeeping, the cost metric used here seeks to capture the costs associated with the observers’

actual hardware which is coupled with its capabilities. This cost also encapsulates the potential cost

of launching an observer into orbit, which also increases nonlinearly with the size of the telescope.

3.1.4 MOO-MDP Formulation

The architecture design problem can now be expressed as a multi-objective optimization

problem, where the objectives are to maximize the average coverage η and minimize the cost Ĉ of

an architecture. The problem can be expressed as follows:

max
X

(
Ĉ, η

)
(3.9)

where solutions to this problem lie along the Pareto-front of the two objectives. Here, the Pareto-

front represents the trade-off between the cost of an architecture and its performance in terms of

average coverage. The state space consists of all possible architecture layouts consisting of observers

in various orbits with varying phasings and telescope diameters. There are a total of 156 orbits

for observers to occupy and with a discretization of the phasing into 10 evenly spaced points, if

the total number of observers in an architecture is constrained to five then the state space of this

problem is ∼ 1018.

To fit within the MO-MCTS framework, the MOOP can be reformulated as a MDP with

deterministic transitions, and discount factor γ = 1. Actions in this contribution are defined as the

addition of a new observer to an architecture layout. Since there are varying amounts of orbits per

family, each orbit family is equally weighted when sampling actions, after which a random orbit

is selected from the family. The sampling of initial phasing and telescope diameter is similarly

uniformly sampled from the discretized set of phasings and diameters. Within MO-MCTS, the

maximum search depth is set to five, as an architecture with five observers is considered a terminal
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state.

3.2 Trajectory-Oriented Architecture Design

First, we optimize Cislunar architectures for coverage of a basic Earth-Moon transfer trajec-

tory. The trajectory departs from a GEO orbit, takes around three days to reach the Moon, and is

similar to a typical trans-lunar injection (TLI) trajectory. The trajectory is shown in Figure 3.2.

Figure 3.2: Basic Earth-Moon transfer trajectory used for the trajectory-oriented architecture de-
sign problem. The trajectory is similar to a typical trans-lunar injection (TLI) trajectory, departing
from a GEO orbit and taking around three days to reach the Moon.

As described in Figure 3.1, a wide range of relative geometries are evaluated for each architec-

ture iteration during optimization. Each architecture is evaluated over 30 simulation epochs within

the total 60 synodic periods of the simulation. At each iteration, the average coverage metric is

calculated for the trajectory and combined with the cost metric, the architecture is compared to

the current Pareto front.

We run MO-MCTS with the trajectory-oriented architecture design formulation for 50,000

iterations, updating the Pareto set every 10 iterations. The algorithm takes approximately 14 hours

to complete running on a 2021 M1 Macbook Pro. Figure 3.3a shows the change in hyper-volume



43

indicator over iterations, showing that after about 10,000 iterations, solutions found are only slightly

improving with respect to the objective functions, a case of diminishing returns. Figure 3.3b shows

a fairly crowded approximate Pareto front, with many solutions past scaled cost of 5 showing only

slight improvement in coverage maintained over the simulation epochs.

(a) MO-MCTS HVI vs iterations for the trajectory-
oriented architecture problem.

(b) Resultant approximate re-scaled Pareto front for
the trajectory-oriented architecture problem.

Figure 3.3: MO-MCTS results for the trajectory-oriented Cislunar architecture problem.

3.2.1 Results and Discussion

A selection of architectures from the Pareto front are discussed here, representing different

trade-offs between cost and coverage.

Figure 3.4 shows a sample of the Pareto-optimal solutions found from the MO-MCTS algo-

rithm. These solutions are further detailed in Table 3.1, including the epochs at which minimum

and maximum coverage of the SO in the reference trajectory is maintained. Of initial interest

is the overwhelming tendency of the algorithm to pick multiple GEO observers in all solutions

providing coverage for the initial portion of the reference trajectory. This result is as expected,

since observers in Lagrange point periodic orbits will have difficulty observing a space object as it

starts its trajectory in a near-Earth orbit. Figures 3.5 and 3.6, which display the SNR history of
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(a)

(b)

Figure 3.4: Four resultant Pareto-optimal Cislunar architecture layouts with trajectory starting at
the initial simulation epoch (continued on next page).
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(c)

(d)

Figure 3.4: Four resultant Pareto-optimal Cislunar architecture layouts with trajectory starting at
the initial simulation epoch.
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Table 3.1: Configuration statistics from Pareto-optimal outputs in Figure 3.4.

(a) Configuration statistics from Figure 3.4a.

Total Coverage (%) Total Cost Min. Coverage (%) Max. Coverage (%)

90.297 21.0 77.707 96.815

Epoch 2026 JUN 09 11:00:00 2024 AUG 18 06:30:00

(b) Configuration statistics from Figure 3.4b.

Total Coverage (%) Total Cost Min. Coverage (%) Max. Coverage (%)

81.783 6.5 61.146 94.904

Epoch 2026 AUG 08 11:30:00 2024 OCT 17 07:00:00

(c) Configuration statistics from Figure 3.4c.

Total Coverage (%) Total Cost Min. Coverage (%) Max. Coverage (%)

84.904 9.5 62.420 98.089

Epoch 2026 AUG 08 11:30:00 2024 JUN 19 06:00:00

(d) Configuration statistics from Figure 3.4d.

Total Coverage (%) Total Cost Min. Coverage (%) Max. Coverage (%)

89.873 17.0 74.522 98.089

Epoch 2022 MAY 01 00:30:00 2024 AUG 18 06:30:00

the reference trajectory as seen by each observer in the architecture, further display this behavior

and demonstrate the ability of the MO-MCTS algorithm to piece together observers in different

orbits to maintain maximal coverage of the space object in the reference trajectory. These plots

also reinforce the neccessity to evaluate performance over long periods of time as the the relative

geometries of the observers and solar illumination change significantly over time. As such, observers

play various roles over time in providing coverage of the SO in its trajectory.

Figure 3.7 presents a histogram of the types of orbits found optimal to be used in the Pareto-

optimal configurations. Again, here we see the algorithm’s tendency in using GEO observers, as

well as its reliance on L1 Halo and Lyapunov orbits and orbits such as the Southern Butterfly which
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tend to hover around the general location of the Moon. An expected result is that larger orbits,

such as Resonant orbits, are selected only a couple of times due to their distance from the reference

trajectory. When a Resonant orbit is selected for use in the architecture, such as the 3:2 Resonant

orbit in Figure 3.4a, it is chosen with a 500mm telescope in order to view the SO at a reasonable

SNR, thus increasing the cost of the observer. In general, many of the Pareto-optimal solutions

returned from MO-MCTS place observers in the same orbital families or in similar orbital families

while making slight variations to the initial phasing and telescope aperture.

3.3 Volume-Oriented Architecture Design

Next, we optimize Cislunar SSA architectures for coverage of two volumes of interest, one

including the GEO region and the Earth-Moon corridor, referred to as the “GEO Gateway” volume,

and the other a larger volume, including the L3 Lagrange point, referred to as the “Large” volume.

The volumes are shown in Figure 3.8 and extend along the z axis in the CR3BP rotating frame.

In this more ”generic“ formulation, we might expect to find architecture layouts with observers

more equally spaced in decision variable space such that a larger volume of Cislunar space may be

accessible by the architecture at any given epoch.

In this formulation, a volume point in Cislunar space bounded by a predefined ellipsoid is

considered accessible if it is illuminated and not occluded with respect to an observer as defined in

Section 2.1.2. The set of volume points consists of n uniformly sampled 3D Cartesian points across

a predefined ellipsoid. Starting from each epoch during the simulation, rather than performing

a check for if the SO is accessible at a given time step along its trajectory, we check if an SO

at each volume point in the specified region is detectable by the architecture. We perform these

checks for every volume point at each epoch over multiple time steps in order to obtain an accurate

representation of the viewing geometry of the architecture at each epoch. As before, there are 30

epochs over the 60 synodic period time horizon at which each architecture is evaluated, and at each

epoch the coverage is calculated over a 30 day period at a 12 hour time step. Given the amount of

calculations performed at epoch time step throughout the simulation, this volume-oriented approach
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is significantly more computationally intensive than the trajectory-oriented approach. Because of

this, we perform 1,000 iterations of MO-MCTS for this section and use multiprocessing methods

from Python’s multiprocessing library to spread out the cost of computing the volume point

accessibility checks across multiple CPU cores.

3.3.1 Results and Discussion

For both the GEO Gateway and Large volumes, we run MO-MCTS for 1,000 iterations,

updating the Pareto front every 10 iterations. At each epoch, observer positions are propagated

for 24 hours along their respective orbits. A longer observation period was considered at each

epoch, but again, due to the computational intensity of these calculations, we use the truncated

observation period of 24 hours as a further discretization of the underlying MI-NLP problem. The

resultant HVI histories and Pareto fronts for the GEO Gateway and Large volumes are shown in

Figures 3.9a-3.9b and Figures 3.10a-3.10b, respectively. Intuitively, the GEO Gateway volume is

covered by architectures at a lower cost than the Large volume. MO-MCTS finds architectures

that reach approximately 90% coverage at a cost of about 10 for the GEO Gateway volume, while

at the same cost it only finds architectures providing around 70% coverage to the Large volume.

This is an intuitive result, and underscores the difficulty in conducting effective SSA in increasingly

larger volumes of Cislunar space.
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Figures 3.11 and 3.12 show a selected sample of layouts from the resultant Pareto-optimal

states from MO-MCTS with the GEO Gateway and Large volumes, respectively. Notably, the GEO

Gateway volume relies heavily on a single GEO observer to cover the 3.4xGEO volume, and one

or many observers in orbits near the Moon to cover the Cislunar corridor. On the other hand, the

Large volume produces architectures with observers “spread out” around the volume of interest

occupying orbits that traverse much of the volume. Furthermore, there is a tendency in the selected

layouts to use the 500mm diameter telescope to extend the reach of the observers in these larger

orbits. This is in slight opposition to the size of telescopes used in the GEO Gateway volume

results, another intuitive and expected result.
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Figure 3.5: SNR history at every other simulation epoch for each observer in Figure 3.4a.
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Figure 3.6: SNR history at every other simulation epoch for each observer in Figure 3.4d.
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Figure 3.7: Frequency of orbit families used in solutions in the Pareto set returned by MO-MCTS.
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(a) “GEO Gateway” volume of interest for volume-oriented Cislunar archi-
tecture design, including a sphere centered on the Earth of radius 3.4xGEO.

(b) “Large” volume of interest for volume-oriented Cislunar architecture
design, including regions near L3 and well past L2.

Figure 3.8: Planar visualization of volumes used for volume-oriented Cislunar architecture design.



54

(a) MO-MCTS HVI vs iterations for the volume-
oriented Cislunar architecture problem using the
GEO Gateway volume.

(b) Resultant approximate re-scaled Pareto front for
the volume-oriented Cislunar architecture problem
using the GEO Gateway volume.

Figure 3.9: MO-MCTS results for the architecture-oriented Cislunar architecture problem using
the GEO Gateway volume.

(a) MO-MCTS HVI vs iterations for the volume-
oriented Cislunar architecture problem using the
Large volume.

(b) Resultant approximate re-scaled Pareto front for
the volume-oriented Cislunar architecture problem
using the Large volume.

Figure 3.10: MO-MCTS results for the architecture-oriented Cislunar architecture problem using
the Large volume.
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(a)

(b)

Figure 3.11: Four resultant Pareto-optimal Cislunar architecture layouts using the GEO Gateway
volume with trajectory starting at the initial simulation epoch (continued on next page).
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(c)

(d)

Figure 3.11: Four resultant Pareto-optimal Cislunar architecture layouts using the GEO Gateway
volume with trajectory starting at the initial simulation epoch.
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(a)

(b)

Figure 3.12: Four resultant Pareto-optimal Cislunar architecture layouts using the Large volume
with trajectory starting at the initial simulation epoch (continued on next page).
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(c)

(d)

Figure 3.12: Four resultant Pareto-optimal Cislunar architecture layouts using the Large volume
with trajectory starting at the initial simulation epoch.



Chapter 4

Cislunar Architecture Design for Cooperative Agents

4.1 Cooperative Agents Interacting with Architectures

In this contribution, we augment our simple performance and cost objectives with a third:

minimum delta-v required by a cooperative agent using the architecture for its own goals. At a

high level, this objective aims to encapsulate the goals of an architecture user by ensuring that a

Cislunar SSA architecture is constructed such that it is realistically cost effective for said user with

respect to its mission objectives. Obviously, each Cislunar mission has varying objectives, whether

those be fuel usage, transfer time, or target requirements. With that said, it can be reasonably

assumed that all these objectives are critical, perhaps with varying weights, and total delta-v can

be considered to sufficiently capture an overall mission cost. Furthermore, a CA model acting

optimally and in concert with an architecture acts as a useful tool for analysis, as will be discussed

later.

The first step in creating these minimum delta-v trajectories is to develop a CA model that

is able to interact with a Cislunar architecture within a simulation, and define its parameters and

intentions. We assume that the CA model has full knowledge of a given architecture layout (state

of each observers and their capabilities). The goal of the cooperative agent is perform a transfer

from GEO to the L1 Lagrange point or an L2 Lyapunov insertion point in the Earth-Moon CR3BP.

The CA actuates an optimal control thrust profile to minimize delta-v usage, while also minimizing

its cumulative apparent magnitude with respect to each observer in the architecture.
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4.1.1 Cooperative Agent Model

Using indirect methods from the Python package beluga [5], a unique, optimal agent transfer

trajectory from GEO to L1/L2 is generated for every architecture configuration visited during

optimization. To facilitate rapid generation of a large number of optimal transfer trajectories, the

CA is restricted to planar motion in the Earth-Moon plane. However, the architecture observers

are computed from full 3-DOF motion. The optimal control objective for the agent is stated in

integral form as

J =

∫ tf

t0

∥u(t)∥2 + χ

nobs∑
i=1

apmag(x(t),xObs,i(t), t) dt (4.1)

where x is the agent state, and u is the thrust acceleration input. The first term corresponds to an

L2-norm optimal control law, which reduces the overall control effort (and therefore delta-v) across

the trajectory. The apmag(·) function computes the apparent magnitude of the agent relative to

the i-th observer state xObs,i at time t, as described in Sections 2.1.2 2.1.3. The integrated total

apparent magnitude over the trajectory is minimized in order to increase the likelihood of detection

as seen by each observer. Note that this problem is non-autonomous, as the apparent magnitude

is a direct function of time as it depends on the relative solar phase angle at each instant. Finally,

a constant χ ∈ [0, 1] is multiplied into the objective for dimensional consistency. The value of

this constant is changed during the continuation process to place varying levels of emphasis on the

control or apparent magnitude objectives.

The objective in Eqn. (4.1) is minimized subject to the dynamical constraints of the CR3BP

system, which can be stated generally as

ẋ− f(x,u, t) = 0 (4.2)

The transfer trajectory must also satisfy boundary conditions at the initial and terminal points.

c(x(t0),x(tf ), t0, tf ) = 0 (4.3)

Boundary conditions for both the L1 and L2 Lyapunov transfers are given in Table 4.1.
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Table 4.1: Summary of cooperative agent boundary conditions for generated optimal transfer tra-
jectories (assumes planar x-y motion).

Boundary x y ẋ ẏ

Initial -µ rGEO −vGEO 0

Terminal (L1) L1x L1y 0 0

Terminal (L2 Ly.) 1.0399 0 0 0.6265

A sample trajectory for the optimal Cislunar agent is illustrated in Figure 4.1. The transfer

trajectory begins from GEO departure and ends with insertion (zero relative velocities) at L1 or

insertion into the L2 Lyapunov orbit. Both the apparent magnitude and control acceleration are

also shown. Although the agent trajectory is assumed planar, incorporating full 3-DOF motion

is unlikely to significantly affect apparent visual magnitude, which is assumed coincident with the

x-y plane in the CR3BP system. These results illustrate a single potential architecture; however,

the MOO approach must generate a new trajectory for every simulation epoch for each potential

architecture visited during optimization.

Witin the simulation framework, the CA’s trajectory generated for each simulation epoch is

evaluated for detectability by the architecture using SNR as previously defined in Section 2.1.3. At

the same time, the total control effort of the CA is recorded by integrating the control acceleration

over the transfer time.

As the CA generates new trajectories, it also serves to provide us with a useful analysis tool,

quantifying the existence of corridors within which varying levels of persistent detection is possible

for an architecture. We expect that at any given simulation time, a Cislunar architecture can

provide coverage to specific volumes of the space. A persistent detection corridor is represented

by the existence of a trajectory that can realistically reside in these covered regions for the dura-

tion of its transit. Figure 4.2 displays this behavior with an arbitrary architecture. Along with

a corresponding optimal trajectory, this analysis tool describes a time-varying volume of Cislunar

space specific to an architecture layout and time. An architecture with many such corridors over

time that are accessible within some range of delta-v’s is one that may prove to be highly advan-
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(a) Trajectory (b) Visual Magnitude (c) Control

Figure 4.1: Sample optimal trajectory to L1 of cooperative agent for two observers (L4 Planar and
DRO).
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tageous for Cislunar SSA. A point of nuance with these corridors is that there is likely to exist

many discontinuities along such corridors with respect to coverage. To account for this, we may

wish to further categorize corridors by their levels of persistent detection throughout a represen-

tative transfer along said corridor. Furthermore, corridors as described here are generated via a

binary indicator distinguishing between “detectable” or “undetectable” regions. The CA in this

work optimizes for the continuous value of apparent magnitude as an indirect method to represent

detectability. As such, the CA model will only end up returning approximations of these corridors,

while adhering to the CR3BP dynamics with control.

4.1.2 Coverage Metrics for Cooperative Agents

4.1.2.1 Cooperative Agent Control Effort

The control effort of the CA at simulation trajectory/epoch i is defined as the integral of the

control acceleration over the transfer time, and is given by

∆v̂i =

∫ tf

t0

∥u(t)∥2 dt (4.4)

As in the previous contribution, we wish to maximize all objectives in the optimization

schema, so we define the normalized control effort metric at the ith simulation trajectory as

∆v̂i = max
(
1− ∆vCA,i

∆vmax
, 0
)

(4.5)

(4.6)

where ∆vmax is a pre-defined maximum theoretical delta-v allowed for the cooperative agent. Given

that for a single architecture layout we consider multiple epochs at which to generate an optimal

trajectory for the CA, we also take the average of all the normalized delta-v’s for use in our

optimization, ∆V̂ , where

∆V̂ = avg({∆v̂1, ...,∆v̂j}) (4.7)
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Figure 4.2: A single theoretical persistent detection corridor for an arbitrary architecture. The
detectable volume of space by the architecture varies with time along the spacecraft’s trajectory.
In reality, there may be multiple corridors each corresponding to various levels of delta-v required
to remain within the corridor.
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for j simulation epochs.

4.1.2.2 Control Weighted Coverage Metric

Here, we use the average coverage metric as defined in Eqn (3.6), as well as introduce a mod-

ified version of this metric that encourages detection of the CA during large maneuevers, reflecting

the concept of numerical information gain associated with tracking a maneuvering spacecraft. Mis-

sion operators benefit from making observations of an SO during large maneuvers, where missing

an observation during these moments can lead to a significant loss of information, jeopardizing

mission success. Given an array containing the history of control magnitudes from the SO, Ui,

and the detection mask Di as defined in Eqn. 3.4 both at the ith simulation, we define the control

weighted coverage metric at the ith simulation trajectory as

ηcw,i =
Ui ·Di∑

Ui
. (4.8)

The total weighted average coverage metric for architecture X is then

ηcw(X) = avg({ηcw,1(X), ηcw,2(X), ..., ηcw,j(X)}) (4.9)

for j simulation trajectories.

4.2 Cooperative Agent Architecture Design Problem Formulation

Now, the optimization problem can be written as

max
X

(
Ĉ,∆V̂ , η

)
(4.10)

where Ĉ is the normalized architecture cost, ∆V̂ is the normalized control effort of the CA, and

η is the average coverage metric (or average control weighted coverage metric) as defined in Eqn.

3.6.
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4.2.1 MDP Formulation

As in the previous contribution, we can formulate the optimal Cislunar architecture design

problem as a sequential decision problem in the form of an MDP. First, we define the state in our

MDP, which is the same as in Eqn. 2.29. Next are the actions. In this formulation, the actions

within our MDP guide the construction of an iteration of a Cislunar SSA architecture. We define

two distinct types of actions, namely, “add” actions and “change” actions. “Add” actions take

an architecture and add a new randomly generated observer Obsi to the layout. In the previous

contribution, this type of action was quite rigid as once an observer was added to an architecture

layout it could not be altered. Thus, here we include “change” actions, which act on existing

observers in an architecture to alter Phasing or Telescope Diameter. The inclusion of these

actions allow MO-MCTS to further refine the geometric qualities of an existing observer. During

MO-MCTS, when sampling an action during the expansion step we weight the selection of “add”

and “change” actions to be equal, but include logic to ensure that a single decision variable for an

observer can only be changed once per architecture. This ensures that MO-MCTS does not waste

time cyclically changing a single decision variable for an observer. Finally, the reward for our MDP

is defined as the three dimensional vector r = [Cnormalized,∆Vtotal, η] whose values are obtained for

each architecture iteration from the core simulation.

4.2.2 Genetic Formulation

To formulate our MOOP for use within NSGA-II we introduce two distinct methods for

navigating the state space, namely, crossover and mutation. Crossover involves taking two states

within a population and randomly or heuristically combining them to form a new state containing

decision variables from both parents. In this paper, we perform crossover on two states X1 and

X2 as in Eqn. (2.29) by uniformly sampling a number of individual observers from both X1 and

X2 such that the total number of observers in this set is less than our predefined maximum. The

sampled observers then form a new architecture Xchild whose parents are X1 and X2. Mutation
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works on a single state by uniformly sampling a number of decision variables to alter in an observer,

Phasing and/or TelescopeDiameter as in Eqn. (2.28). The usage of crossover and mutation are

dictated by both elitism within NSGA-II as well as user defined probabilities. We introduce another

slight alteration wherein during mutation, we allow with some probability a completely new random

architecture to be added to the NSGA-II population. In brief tests, this has been shown to encourage

NSGA-II to find even more diverse solutions within our specific MOOP.

4.3 Results and Discussion

4.3.1 Transfers to L1

To start, we generate architectures with the cooperative agent transferring to the L1 La-

grange point. We run our architecture optimization within the hybrid algorithm for a total of

roughly 1,000 state evaluations, or architecture iterations. We choose to generate CA trajectories

at two epochs over the same 60 synodic period time frame. Due to the complexity of the CA’s

trajectory optimization, a single iteration can take upwards of several minutes to complete. Suc-

cessful trajectory generation is relatively frequent and provides us with a diverse set of results. In

the optimization with transfers to L1, we use the average coverage metric from Eqn. (3.6) rather

than the control weighted coverage metric from Eqn. 4.9, for the sake of comparison between the

metrics.

Figure 4.3 shows the hyper-volume history per state evaluation for this run. Of note here

is the fact that the HVI seems to quickly plateau once NSGA-II begins its optimization around

iteration 400 (when NSGA-II takes over). This is likely due to the relatively small population size

chosen for the hand-off from MO-MCTS to NSGA-II of only 28 individuals. There is inherently a

trade space within NSGA-II between population size and number of generations. Larger population

sizes may allow for more Pareto optimal solutions per generation, providing slightly larger increases

to the HVI, but at the same time inherently limits the amount of mutation and crossover that can

be performed on the population members. Our selection of 28 individuals was deemed to be an okay
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Figure 4.3: Hyper-volume indicator per state evaluation/iteration for L1 transfer.

choice to balance these hyperparameters given the computational complexity of the simulation.

Figure 4.4 shows the diversity of points in objective space explored by our optimization run.

As seen in the “Coverage vs Cost” projection plot in Figure 4.4b, there are a number of architectures

that provide 40-80% coverage from costs of 1-10, but in no case does a single architecture of four

observers provide 100% coverage. This indicates that the limit of four observers in our problem

formulation may be limiting in coverage, and that the cooperative agent may be expending more

delta-v to make up for the architectures’ shortcomings. This behavior also helps to confirm that

our CA model is acting as expected by maximizing detection by the given architecture.

The Pareto front is shown in Figure 4.5a and represents the trade space of solutions, with

behavior we generally expect from this problem. This Pareto front represents all the non-dominated

solutions uncovered during the optimization process. We can dissect the trade spaces by looking at

the projections of the Pareto front onto their respective axes as in Figure 4.5b. For example we can

look at the “Coverage vs Cost” plane to see the behavior indicating that, in some cases, we may not

have to incur a relatively large cost constructing an architecture to maintain near perfect coverage

of a cooperative agent. However, as seen in the “Delta-V vs Cost” and “Delta-V vs Coverage”



69

planes, such a low cost architecture while maintaining high coverage tends to require a significantly

greater delta-v expenditure by the cooperative agent. On the other hand, if we wanted to reduce

the total effort required by the cooperative agent while maintaining sufficient coverage we would

have to construct a significantly more costly architecture. Even so, there are few architectures

here that provide coverage over 75%. By increasing the maximum allowed number of observers per

iteration up from four we may see even more improvements in CA delta-v usage, at the expense of

a more costly architectures. The results represented in this tradespace are intuitive, and emphasize

how the cost of conducting effective Cislunar SSA may be distributed amongst numerous potential

agents. Inevitably, the layout and capabilities of a Cislunar SSA architecture will directly impact

aspects of mission design within the regime.

Figure 4.7 shows a number of the resultant architectures from the Pareto front as well as

the optimal trajectory generated by the cooperative agent at a single simulation epoch. As in [63],

there seems to be a shared quality of these architectures where each observer is spread out in space.

Most notably, however, are the diversities of transfer geometries created by the CA in its attempt

to minimize it cost function in Eqn. (4.1). Most trajectories follow the same general “S” curve

in their transfer to L1 in part due to the constraints on the initial position being in a GEO orbit.

By varying this constraint in future work we may see a broader diversity in transfer geometry.

Regardless, there are distinct differences among the trajectories recovered, and we can see that the

cooperative agent expends significant effort in some cases to ensure detection by the observers.

While in [?] we saw frequent use of L1 and L2 Lyapunov orbits in the solution space, here we

see frequent usage of L4 and L5 axial orbits as shown in Figure 4.6. These L4 and L5 orbits traverse

a large volume of Cislunar space, allowing for the cooperative agent more freedom to traverse the

region while uncovering unique persistent detection corridors. Furthermore, an observer not being

restricted to the (x, y) plane while providing coverage to a planar trajectory likely reduces the

impact of Earth, Moon, and Sun pointing constraints. It may also be that at the two simulation

epochs at which trajectory optimization was performed, the solar phase angle was oriented in such

a way that the viewing geometry from near the L4 and L5 Lagrange points was more conducive to
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(a) Objective history for all visited states in which a
transfer trajectory was successfully generated in the
L1 transfer.

(b) Objective history projections in the L1 transfer.

Figure 4.4



71

(a) Final Pareto-optimal solutions in objective space
in the L1 transfer.

(b) Final Pareto front solutions in objective space with their projections onto each axis in the L1
transfer.

Figure 4.5

detection of the cooperative agent. In this sense, evaluating architectures over only two epochs is

limiting in that we are not able to fully evaluate the relative geometry between the observers and

the cooperative agent over a long period of time.

The collection of trajectories generated by the CA across all iterations is shown in Figure 4.8.

Of interest is the fact that there are some transfers corresponding to Pareto-optimal architectures
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Figure 4.6: Counts of orbit families used by observers within the Pareto-optimal architectures in
the L1 transfer.

that seem to expend a great deal of delta-v to remain detectable near L4. This may be slightly

surprising, as such a transfer may be undesirable from a mission design perspective. However, we

know from the tradespace in Figure 4.5b that many other optimal architectures exist at similar

coverage levels, just with increased architecture cost to lower the CA delta-v. This process allows

designers to better plan for future Cislunar missions, as some transfers produced by the CA during

optimization may result in favorable coverage and architecture cost, but be completely infeasible

with respect to control effort or geometry. We recall that each transfer is unique and locally optimal

with respect to a specific architecture and simulation epoch. So, selecting a more feasible transfer

with a lower delta-v or more favorable geometry will inevitably require significant changes to an

architecture layout to maintain coverage. Similarly, changes to an architecture affecting layout

or cost will inevitably require altering the CA’s transfer as it may no longer be locally optimal

to the altered layout. These interactions must be considered at all phases during the design and

construction of a Cislunar SSA architecture.

Finally, Table 4.2 contains a summary of the resultant delta-v’s from Pareto-optimal solu-
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tions. Based on the delta-v’s and transfer times, these trajectories are reminiscent of direct lunar

transfers [75] like those used in the Apollo missions and Artemis 1. These types of missions are

expensive, and there is growing interest in low-energy transfers using ballistic lunar transfers such

as the CAPSTONE mission, with a total duration of about 140 days. Furthermore, the trajectory

optimization process performed by the cooperative agent is inherently multi-objective as well, and

in this work we do not perform an analysis of the trade space between delta-v, transfer duration,

and coverage when selecting a trajectory.

Table 4.2: Summary of cooperative agent transfer delta-v’s and durations in the L1 transfer. These
correspond to direct, high-energy transfers similar to those used in the Apollo missions and Artemis
1. Magnitudes of delta-v’s here are similar to those in the L2 Lyapunov transfer case.

∆v
km/s (DU/TU)

Duration
days (TU)

Min 1.709 (1.668) 5.250 (1.209)

Avg 2.487 (2.427) 12.057 (2.777)

Max 3.587 (3.501) 21.708 (4.999)

4.3.2 Transfers to L2 Lyapunov Orbit

Next, we optimize architectures with the cooperative agent transferring to an L2 Lyapunov

insertion point. Similar to before, we run our optimization for 1,000 iterations. Here, though,

we evaluate each individual architecture over 5 simulation epochs similarly spaced over the 60

Earth-Moon synodic periods. In this simulation environment, we use the control weighted average

coverage metric from Eqn. (4.9). From using the control weighted coverage metric, we prioritize

providing coverage to the cooperative agent during large maneuvers, and would expect to see a

greater occurrence of GEO observers, since a large amount of delta-v is expended to escape from

GEO.

Figure 4.9 shows the resultant HVI history for this run. The magnitude of the HVI is slightly

higher than that from the L1 transfer due to the higher values of the weighted average coverage

metric. We see decent improvement over iteration in this scenario similar to before.
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(a) (b)

(c) (d)

Figure 4.7: Selection of trajectories and architecture layouts at a single epoch from the set of Pareto-
optimal solutions in the L1 transfer. Coverage and delta-v values correspond to the individual epoch
shown and not the over all epochs considered for optimization. Observer state histories during the
transfer are shown in solid, with their full orbits shown in dashes. The relative phasing of observer
orbits is given in the legend.
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Figure 4.8: All trajectories generated throughout the run with those corresponding to Pareto-
optimal solutions highlighted in orange in the L1 transfer.

Figure 4.9: Hyper-volume indicator per state evaluation/iteration for L2 transfer.

Figure 4.10 once again shows the entire state space searched during optimization, displaying

a similar diversity of solutions as seen for the L1 transfer scenario. Notably, however is slightly



76

lower maximum magnitude of delta-v’s used by the CA. This is likely due to the zero velocity final

condition used for the L1 Lagrange point transfer. Figure 4.11 shows the resultant Pareto front

showcasing the tradespace between objectives in this scenario. Notably, we end up with significantly

less Pareto-optimal solutions than in the L1 transfer case. This could be due to the increased

number of simulation epochs in the L2 transfer case, causing less variation in the evaluation of each

architecture. Regardless, we see similar behavior within the tradespace projections shown in Figure

4.11b. Lowering the cost of an architecture generally results in larger delta-v expenditure in order

to achieve high weighted coverage. On the other hand, if we want to lower the delta-v expenditure,

we either have to greatly increase the cost of an architecture, or settle with subpar coverage.

Figure 4.12 shows the distribution of selected orbits within the Pareto-front. As discussed

previously, the use of the average control weighted coverage metric dramatically increases the use

of GEO observers due to a large amount of control effort used for the CA to escape from GEO.

Similar to the L1 transfer, we also see a high usage of non-planar orbits. The geometry of these

orbits allow the architecture to better obtain visual coverage of the CA in combination with the

assumed planar solar rays.

Figure 4.13 shows a selected number of Pareto-optimal architectures and the corresponding

CA optimal transfer to the L2 Lyapunov insertion point. The architectures all contain a GEO

observer to provide the initial coverage, and rely on out of plane orbits for the remaining transfer

duration. Finally, the entire set of optimal transfers to the L2 Lyapunov insertion orbit are shown

in Figure 4.14, with those corresponding to the Pareto-optimal architectures highlighted in orange.

4.3.3 Clustering Analysis

As seen in Figures 4.7 and 4.8, through the iterative process of constructing architectures, we

uncover a diversity of transfer trajectories with varying levels of delta-v, each uniquely optimized for

a specific architecture. We wish to explore methods that utilize these trajectory-architecture pairs

and their resultant objectives to better understand the underlying dynamics of Cislunar architecture

design. Here, we outline two methods of novel analysis using standard clustering techniques that
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(a) Objective history for all visited states in which a
transfer trajectory was successfully generated in the
L2 transfer.

(b) Objective history projections in the L2 transfer.

Figure 4.10
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(a) Final Pareto-optimal solutions in objective space
in the L2 transfer.

(b) Final Pareto front solutions in objective space with their projections onto each axis in the L2
transfer.

Figure 4.11

aid in the categorization of Cislunar architectures based on observers’ orbital families as well as the

architectures evaluated in objective space. Through these clusters, we can generate an intuition on

what subsets of decision variables often lead to optimal results in our environment.
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Figure 4.12: Counts of orbit families used by observers within the Pareto-optimal architectures in
the L2 transfer.

4.3.3.1 Clustering Observer Orbit Families

First, it is useful to note that a family of periodic orbits in the CR3BP is essentially a cluster

of orbits that share similar characteristics across different spaces. There is variation within each

of these families, like period and Jacobi energy, but in general, each family member resembles the

others in an intuitive way. As such, we can begin analysis with clustering architectures by observer

orbit family labels. For all clustering analysis that follows, we use the results from the L2 transfer

optimization.

To construct the feature vector here, we simply assign integer labels to each orbital family

considered in the optimization. As an example, we may have an architecture state Xi with two

observers

Obs1 = [L1 Halo, 0, 0.4, 200mm]

Obs2 = [GEO, 0, 0.2, 500mm]

Knowing that no architecture has more observers than the predefined maximum (here chosen to be

four), we can construct the corresponding row of the feature vector here to be
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(a) (b)

(c) (d)

Figure 4.13: Selection of trajectories and architecture layouts at a single epoch from the set of
Pareto-optimal solutions in the L2 transfer. Coverage and delta-v values correspond to the individ-
ual epoch shown and not the over all epochs considered for optimization. Observer state histories
during the transfer are shown in solid, with their full orbits shown in dashes. The relative phasing
of observer orbits is given in the legend.
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Figure 4.14: All trajectories generated throughout the run with those corresponding to Pareto-
optimal solutions highlighted in orange in the L2 transfer.

Γi = [1, 5,−1,−1]

where “1” and “5” are the arbitrary integer labels for “L1 Halo” and “GEO” respectively. The

label of “-1” indicates no observers in the 3rd and 4th allowed “slots” in the architecture.

Given that this data is categorical, we must use a distance metric that can compare how

similar two sets of orbital families are. For this, we uses the Jaccard index, also referred to as the

Jaccard similarity index. The Jaccard index provides a measure for how similar two sets of objects

are and is used often in clustering applications for comparing groups of categorical data [87]. Since

architectures in our environment may have multiple observers within the same family, we introduce

a modification to the Jaccard index so that it properly reflects repeated labels within multisets:

J(A,B) = 1− |A ∩+ B|
|A ∪+ B|

(4.11)
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where A and B are multisets (may have repeated elements), and + denotes taking the multiset

intersection or union. As an example, for two multisets representing rows of our feature vector,

A = {1, 5,−1,−1} and B = {1, 5, 1, 4} the Jaccard index of these (ignoring the “-1” labels) is

J(A,B) = 1− |{1, 5}|
|{1, 1, 1, 4, 5, 5}|

= 1− 1

3
=

2

3

So, we can say that the Jaccard index of these two representative architectures representing the

distance between their observer families is about 0.667. By using the modified Jaccard index,

we expect to find clusters of architectures with similar orbital families and with similar number

of observers. Obviously, by clustering solely on a single decision variable per observer, we may

miss structures within the explored state space corresponding to initial orbit phasing and telescope

diameter. But by partitioning architectures into groups of similar orbits, we can more closely

analyze the distributions of other decision variables and how they affect the resultant architecture

performances.

To perform the clustering, we use the K-Medoids algorithm, implemented in Python via

the sklearn library [80, 74]. K-Medoids is a clustering algorithm that separates data into a

predefined number of clusters, using the actual data points as cluster centers, or medoids. It works

by minimizing the sum of dissimilarities (here the Jaccard indices) between data and their nearest

medoids. This method is particularly advantageous for categorical data as it can use more complex

distance metrics to determine clusters. Furthermore, while there exist clustering methods that do

not require the number of clusters to be known a priori, such as HDBSCAN, using an algorithm

requiring a predefined number of clusters can be helpful in simplifying the analysis. In testing

different algorithms for this clustering, we found that K-Medoids also resulted in the most distinct

groupings compared to others.
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4.3.3.2 Orbital Family Results

Once the full feature vector Γ was compiled, a distance matrix was computed using the

Jaccard index in Eqn. (4.11), representing the dissimilarity or distance between each set of observer

families. Then, K-Medoids was run on the distance matrix with a predefined number of clusters

of n_clusters=10. The results of this clustering are shown in Table 4.3, where only the most

distinctive families per cluster are shown, selected heuristically. Most clusters returned contain

more than four distinct families, but the results are summarized for simplicity. Of note in these

results is the use of GEO observers in many architectures due to the use of the control weighted

coverage metric. This is reflected in comparing the counts of orbit families used in the Pareto fronts

between the L1 and L2 transfer cases in Figures 4.6 and 4.12, respectively, wherein the former has

no GEO observers and the latter relies heavily on them.

Also shown in Figure 4.12, the set of Pareto-optimal architectures also contains many L2

Halo observers. Cluster 9 contains mostly GEOs and L2 Halos, so we can begin by focusing on

the member architectures of this cluster. To begin, we can take note of cluster members that

represent Pareto-optimal architectures, shown in Table 4.4. Within this cluster there are multiple

instances of architectures with GEO and L2 Halo observers with varying phases as shown in Figure

4.15. However, only very specific combinations of phasings and telescope diameters lead to optimal

results.

As shown in Table 4.3, cluster 0 also contains a number of architectures with GEO and L2

Halo observers, although they are all combined with Northern Dragonfly and L4 Axial observers as

well. We can look at a sample of the Pareto-optimal architectures represented in cluster 0, and note

how adding new observer families to an existing architecture can change how each observer must

interact with the others to retain its Pareto-optimality. Table 4.5 shows two selected Pareto-optimal

architectures from cluster 0. It is important to note that the L2 Halo orbits here have a slightly

longer period than those in cluster 0, but regardless we note how adding two observers in different

orbital families requires rather substantial changes to the GEO and L2 Halo orbits’ initial phasings
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Table 4.3: Most distinct orbit families per cluster from K-Medoids. # Mem. refers to the number
of member architectures per cluster. Note that in some clusters there may be more than one
observer in an orbit family per architecture leading to a higher count of orbit members, as in
cluster 9.

Cluster: # Mem. Family Name Count

Cluster 0: 94 GEO 93
L2 Halo 93
N. Dragonfly 93
L4 Axial 93

Cluster 1: 172 GEO 142

Cluster 2: 94 1:2 Res. 94
L5 Planar 89
N. Butterfly 89

Cluster 3: 34 DPO 34

Cluster 4: 70 S. Butterfly 74
GEO 46

Cluster 5: 36 L1 Halo 36
DPO 36
GEO 35
L1 Vertical 35

Cluster 6: 77 N. Dragonfly 77
GEO 69

Cluster 7: 18 L2 Vertical 20
1:3 Res. 4

Cluster 8: 27 L5 Planar 20

Cluster 9: 84 L2 Halo 127
GEO 76

Table 4.4: Pareto-optimal architectures represented in cluster 9. Orbit Idx. refers to the unique
orbit label within its relevant family.

Architecture ID Orbit Orbit Idx. Initial Phasing Tel. Diameter (mm)

Architecture 1 GEO 0 0.357 300
L2 Halo 2 0.143 200
L2 Halo 2 0.429 300

Architecture 2 GEO 0 0.571 200
L2 Halo 2 0.571 200
L2 Halo 2 0.429 300

Architecture 3 GEO 0 0.429 200
L2 Halo 2 0.429 200



85

Figure 4.15: Counts of GEO and L2 Halo initial phasings in cluster 9.

and telescope diameters to remain Pareto-optimal. When designing SDA architectures in Cislunar

space, care must be taken when adding new observers to an existing layout so that performance

gains can be maximized with the inclusion of new observers. This may inevitably require alterations

to existing observers’ phasings in order to achieve an optimal increase in performance.

4.3.3.3 Clustering in Objective Space

Another method of clustering that can be helpful when determining how different architecture

layouts affect performance is to group architectures by their objectives. We may expect to find that

certain regions of objective space tend to be inhabited by architectures with observers in similar

families or telescope diameters. From the histogram in Figure 4.12, we would expect that a cluster

may exist that contains a large amount of GEO and L2 Halo orbits.

To start, we simply create a feature vector Γ the rows of which contain the normalized

objectives [Ĉ,∆V̂ , η] for each architecture visited during the L2 transfer optimization case. Then,

we use K-Means clustering with an L2 Euclidean norm distance metric from sklearn [80] with a

predefined number of cluster n_clusters=10 to make comparison to the previous clusters intuitive.
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Table 4.5: Two Pareto-optimal architectures represented in cluster 0. Orbit Idx. refers to the
unique orbit label within its relevant family.

Architecture ID Orbit Orbit Idx. Initial Phasing Tel. Diameter (mm)

Architecture 1 GEO 0 0.143 500
L2 Halo 1 0.071 300
N. Dragonfly 1 0.071 200
L4 Axial 12 0.642 300

Architecture 2 GEO 0 0.642 200
L2 Halo 1 0.429 200
N. Dragonfly 1 0.071 200
L4 Axial 12 0.643 300

K-Means is used here rather than other methods such as HDBSCAN in that it often resulted in

clusters that were more intuitive, and we do not necessarily need complex methods for dealing with

phenomena such as noise in our data set. The result of clustering in the objective space is shown

in Figure 4.16, with convex hulls added to aid in the visualization.

As seen in Figure 4.16, clusters seem to most clearly defined in the coverage-cost plane, with

more overlap in other two. This is likely due to the fact that the domains of cost and coverage

objectives are of larger magnitude than that of the delta-v metric. Regardless, we can then look

at the distribution of observer families within each cluster to better understand what observer

combinations tend to result in certain CA delta-v’s and coverage metrics. For instance, we can

compare the orbits within cluster 3, which correspond to high architecture cost, high coverage, and

medium delta-v’s, to those found in cluster 0, which contain low cost, low coverage, and medium

delta-v’s. Figure 4.17 shows a histogram of observer orbit families found in cluster 3 and 0. As we

might expect, there are clear differences in the types of observer orbits utilized between these two

clusters. While there are some overlaps between them, cluster 3 is dominated by architectures with

GEO, L2 Halo, N. Dragonfly, and L4 Axial observer orbits. This is similar to those architectures

found in cluster 0 from Table 4.3, many of which were found to be Pareto-optimal. On the other

hand, in cluster 0, we see in Figure 4.17 that it tends to contain architectures with L5 Planar, N.

Butterfly, and 1:2 Res. observer orbits, again similar to cluster 2 in Table 4.3.
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(a) Plot of objective space with points colored by
cluster from K-Means. Note that the direction of
the cost axis is flipped from Fig. 4.10a to aid in
cluster visualization.

(b) Projections of objective space with points colored by cluster. Convex hulls outline distinct clusters.

Figure 4.16

These two clusters represent distinct regions within the tradespace of objectives, indicating

that architectures with GEO, L2 Halo, N. Dragonfly, and L4 Axial observers may have more desir-

able characteristics for optimizing our control weighted coverage, while maintaining a reasonable

delta-v for the CA. However, we must also consider that the differences in coverage between these

two clusters could be heavily influenced by the increased cost of architectures in cluster 3 as com-

pared to cluster 0. But, clusters 5 and 8 (top left in coverage-cost projection in Figure 4.16b), are
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Figure 4.17: Counts observer orbit families in clusters 0 and 3 from K-Means.

also overwhelmingly defined by similar architectures (GEO, L2 Halo, N. Dragonfly, and L4 Axial

observers) with lower cost telescope diameters.

If we are concerned primarily with a coverage minimum of, say, 80% in our Cislunar archi-

tectures, we may solely select architectures from clusters 3, 5, and 8, again most often consisting

of observers in GEO, L2 Halo, N. Dragonfly, and L4 Axial orbits. In these clusters, the CA is

able to find many persistent detection corridors over the 5 simulation epochs defined by a mini-

mum detection of 80%, with cost distributed between CA delta-v and architecture cost. There are

innumerable potential reasons for the increased performance of these architectures. First, in any

combination of these four observer orbits, at least one observer exhibits significant motion along

the z-axis (assuming there are not only two GEO observers). In the case of a planar CA transfer

trajectory, this allows for more potential observations at moments when planar orbits may not

be able to view certain regions due to solar pointing constraints. This phenomenon can also be

seen via the lack of planar observers in architectures in the Pareto front, as shown in Figure 4.12

(except for GEO observers). Second, looking again at cluster 0 in 4.16b, the very long periods of

1:2 Resonant orbits make it so that observations from an observer repeat with lower frequency,

meaning that other observers would be needed to fill in the gaps, increasing architecture cost or
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CA delta-v to increase coverage.

4.3.4 Discussion

The results from both clustering runs indicate a couple of important things. First, certain

combinations of observer orbits may perform better with other specific orbits - no architectures

were found to be Pareto-optimal with more than two observers in the same orbital family, although

by no means was the state space fully exhausted during optimization. Second, the initial phasing

of observers in an architecture must be carefully selected to optimize performance, and merely

adding a new observer in an existing optimal architecture does not guarantee continued optimality

without potentially adjusting the phasings of all observers. Third, architectures with multiple

observers that have out of plane motion exhibit exceptional performance with respect to coverage,

and GEO observers are crucial for maximizing control weighted coverage for CAs departing from

GEO. Finally, we have shown that clustering methods can be utilized as a robust tool for analyzing

the design and objective spaces of the Cislunar SDA architecture design problem. Through grouping

architectures together by subsets of these spaces, we can develop an intuitive understanding of

the relationships between observer states and capabilities within architectures, and why certain

architectures may perform better with respect to our novel problem objectives.



Chapter 5

Rapid Uncovering of Cislunar Persistent Detection Corridors for Crewed

Missions

5.1 Persistent Detection Corridors

Ensuring that a critical asset, such as a crewed spacecraft, is detectable by an SSA architecture

during its entire traversal through Cislunar space is paramount to the success and safety of such

missions and to the Cislunar regime as a whole. While good track maintenance can be sufficient in

cases of detection gaps for un-crewed or lower value assets, an unexpected emergency during flight

can put human lives in danger and jeopardize mission success. As such, ensuring that detection

exists of said assets within the field of regard of an architecture must be considered as a crucial

aspect of both mission and architecture design.

In the previous contribution, the CA model generated transfers that maximized detectabil-

ity by the architecture, and as such attempted to uncover so-called persistent detection corridors,

volumes of Cislunar space defined over time along feasible trajectories corresponding to near con-

tinuous detection by said architectures, visualized in Fig. 4.2. However, this method relied on a

higher level representation of detection through apparent magnitude rather than a boolean value of

detectability based on a minimum photometric SNR value. As such, optimal trajectories returned

by the CA were unable to directly interact with the distribution of boolean detectable regions

resulting from the architecture layouts. In this work, we aim to create a discrete representation

of these regions within which mission designers can explore the state space of feasible trajectories,

knowing that minimum levels of persistent detection of their assets can be guaranteed.
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Figure 5.1: Visualization of a persistent detection corridor for an arbitrary Cislunar SSA architec-
ture.
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Figure 5.2: Diagram of a local neighborhood of detectability ti. The shaded region represents the
approximate region of continuous detectability about the reference trajectory’s position.

These detection corridors exist as a function of observer positions, capabilities, and the in-

coming solar illumination in the Earth-Moon synodic frame. A corridor may initially be defined

along a feasible reference trajectory within the relevant dynamical system (here, the CR3BP) that

traverses primarily through the detectable regions of position space as determined by the individual

observers constituting the architecture. For ease of discussion and visualization, we will be restrict-

ing these corridors to be defined in two-dimensional position space using the planar CR3BP. At

each discrete time step ti along the reference trajectory, there may exist a region of near continuous

detectable space provided by the architecture. This region of continuous detectable space represents

the local neighborhood of detectability (LNoDe) about the reference trajectory state x̂(t) at time

ti. Deviation in position space from the reference trajectory that lies within the LNoDe remain

detectable, with the assumption that small course corrections are capable of realigning with the

reference trajectory.

We denote the LNoDe at time ti as Γx̂(ti), representing the region of position space within

a corridor radius rc about the reference bounded by maximum local detectability. Fig. FIGURE

provides a visualization of an LNoDe. A detection corridor can then be defined as the set of LNoDes

evaluated along the discrete time steps of the reference trajectory:
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C(x̂) = {Γx̂(ti) : ti ∈ {t0, ..., tf}} (5.1)

The idea of persistence can be defined in two ways. First, we may consider persistence as a

measure of the total area or volume (in the planar or non-planar CR3BP, respectively) enclosed

by an LNoDe divided by the area or volume of the circle or sphere defined by the corridor radius

rc. We may refer to this concept as the LNoDe persistence, describing the general coverage of the

region near the reference trajectory at a given time step. Second, we can consider both the total

average LNoDe persistence over the entire PDC, and the occurence and duration of significant loss

in LNoDe persistence, encapsulated by taking the standard deviation of the LNoDe persistence

metric. We refer to these quantities as the corridor coverage and corridor variation, respectively.

Given user defined minimums for LNoDe persistence at specified time steps and corridor coverage

and variation, detection corridors that meet such requirements are referred to as persistent detection

corridors (PDCs). Levels of persistence will inevitably vary across different mission types.

Unique persistent detection corridors exist per-architecture, and may vary significantly in

nature depending on architecture attributes. But the enumeration of PDCs for potential Cislunar

SSA architectures will allow for mission designers to rapidly generate transfers based on the ge-

ometries and SSA qualities of said corridors. Critically, in missions where detectability of assets is

crucial at all times, PDCs provide a foundation for mission design that is centered around human

safety.

5.2 Sample-Based Trajectory Planning

Sample-based trajectory planning, within the broader field of kinodynamic planning, refers

to the process of sampling states and control inputs across a region through which to recover a

trajectory, while adhering to dynamical and/or environmental constraints [33, 68]. Often referred

to in the context of robotic motion planning, methods from this field are used in many applications

related to astrodynamics, often for initial mission design for transfers in multi-body systems [91,
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20, 30]. These methods typically involve sampling states within a region of interest such that the

underlying system dynamics can be reasonably approximated. The resultant states are represented

within a graph, with nodes representing states and edges representing feasible motion between

states.

Bruchko & Bosanac [21, 22] introduced a foundation for rapid trajectory design within multi-

body systems such as the CR3BP. In their work, the authors outline a method of environment

approximation where full states, referred to as centroids, in the CR3BP are sampled with velocities

distributed according to a given Jacobi energy. Centroids are propagated forwards and backwards

in time for a given arclength or propagation time. The centroids and the final states of propagation

are added as nodes to a graph, with edges connecting the nodes’ states, capturing natural motion in

the system about each centroid. Afterwards, edges are constructed between nodes across centroids

such that the distance between node positions and the angle between node velocity vectors are

minimized. A shooting algorithm with control is then employed to ensure continuity in position

space between nodes, obtaining a delta-v that is added to the edge as a weight. A path finding

algorithm is then used to recover paths through the graph that minimize total delta-v of the transfer.

Finally, the nodes along recovered paths are used as an initial guess for a shooting algorithm that

recovers a transfer within the system.

It should be noted that most of the work in kinodynamic motion planning is intended for

the autonomous and optimal motion of robotic systems, where collision avoidance of environmental

obstacles is often a priority, and dynamical constraints are typically linear or linearized nonlinear

[81, 33, 100]. In highly nonlinear systems, common methods for kinodynamic planning such as

rapidly-exploring random trees (RRT) and their variants [69, 100] suffer from solution degradation

and instability due to linearization. Within the Cislunar SSA environment, the combination of the

CR3BP, complex orbital geometry, and the varying solar illumination lead to a highly nonlinear

dynamical system with no analytical solutions. As such, methods based on motion primatives

such as Bruchko & Bosanac’s and many others [73] can be described as a “search then optimize”

approach, where the search is performed in a descritized state space, and discontinuities in the
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dynamical systems are smoothed out through trajectory optimization. Furthermore, in our appli-

cation, we are not necessarily concerned with collision avoidance. Rather, we are solely interested

in recovering trajectories that traverse through detectable regions as defined by the architecture.

In this work, we implement the graph-based method from Bruchko & Bosanac with modifi-

cations to state sampling, cost of traversal, and trajectory recovery that are informed by Cislunar

SSA domain knowledge. Rather than enforcing the nonlinear constraint of detectability during the

path search, we instead encode detectability directly in the graph structure while simulateously

approximating adherence to the CR3BP through motion primatives. This allows us to recover

near-feasible paths through the graph that can then be used as an initial guess for a trajectory

optimization problem, recovering a feasible trajectory satisfying the CR3BP and the detectability

constraints.

5.3 Graph Representation of Detectable Regions Over Time

5.3.1 Centroids and Local Neighborhoods

We begin graph construction by sampling the relevant state space in our problem, that is,

the regions of detectability by an arbitrary architecture. Within an architecture simulation, we

can identify a time span starting from an epoch of interest for analysis and iterate through time

steps, identifying detectable points. Inspired by Bruchko & Bosanac [22, 21], for each time step

we select a number of detectable points as centroids. It is of interest that these initial centroids

are selected so that they sufficiently represent the distribution of detectable regions in the state

space. To ensure accurate spatial representation, we use sklearn’s KMeans module [80] to cluster

detectable points into nc groups, then selecting the cluster centers as centroids to add to the graph

for each time step in the simulation.

A centroid selected from the grid in our problem is defined in position space only, so velocities

must be sampled intelligently so that the dynamics of the local region about that centroid are suffi-

ciently captured. First, at each centroid, nv unit vectors are evenly distributed about the position
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Figure 5.3: A single centroid (blue) with velocity directions propagated forward (green) and back-
ward (purple). Shaded circles indicate detectability. Figure adopted from [22].
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representing velocity directions. Then, nv unique velocity magnitudes are uniformly sampled from

a desired range of Jacobi energy at the centroid position. This range of Jacobi energy may be

selected according to desirable type of motion when considering the zero velocity surfaces of the

corresponding energy levels.

After velocities are sampled, we end up with nv states represented per identified centroid

position. Then, each unique state (containing velocities) is propagated forwards and backwards

for a given time or arclength in position space, and the final states of propagation are checked for

detectability at their respective times. Forward and backwards states that are detectable by the

architecture and their corresponding centroid full state are finally added as nodes to the graph.

Nodes η are defined as planar states with time of detection appended: η = [x, y, ẋ, ẏ, ti] ∈ R5.

Then, centroid nodes are added as (forward) neighbors to their respective backward nodes, and

forward nodes are similarly added as neighbors to their respective centroid nodes. Since forward

and backward nodes are the result of propagation, traversal from backward to centroid nodes and

centroid to forward nodes represents natural motion in the system, thus the default cost to traverse

between nodes in this manner is 0.

The collection of nodes defined from a centroid position along with the corresponding de-

tectable forward and backward nodes makes up the local neighborhood of the centroid at the

centroid time step. A local neighborhood consists of up to 3nv nodes Fig. 5.3 shows an example

of a centroid position and its corresponding forward and backward propagated nodes. In this fig-

ure, traversal through the neighborhood starting from a backward node to its centroid and finally

through the corresponding forward node represents natural motion in the system dynamics.

The identification of centroids and construction of local neighborhoods occurs at each time

step during the time span of interest, resulting in up to N · 3nv · nc nodes in the graph for N time

steps. The next step involves creating a method by which nodes across disjoint local neighborhoods

can be connected as neighbors forward in time.
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5.3.2 Node Neighbor Querying via KDTrees

Our graph now consists of nodes with neighbors representing natural motion in the local

neighborhood of detectable grid points in the simulation. To find paths through our graph, we

need a way to be able to connect nodes between local neighborhoods. Rather than pre-computing

edges between nodes in different local neighborhoods, we implement a method by which a node’s

neighbors are computed on the fly during path searching. To accomplish this, we use SciPy’s

cKDTree [96] method, which enables rapid lookup of the nearest neighbor of any point.

To allow for more control over neighbor selection, two KDTrees are instantiated for each local

neighborhood, a centroid KDTree and a forward KDTree. Candidate neighbor nodes for each tree

are filtered by maximum displacement and time, as well as the type of node (backward, centroid,

or forward). To encourage paths that traverse through the natural motion of local neighborhoods,

backward nodes only have their respective centroid node as a neighbor, which is guaranteed to

exist. Furthermore, the following rules are enforced:

• Neighbors can only exist forward in time.

• Besides those from initial construction, nodes cannot have neighbors in the same local

neighborhood.

• Nodes cannot have neighbors that occupy the same position.

• Maximum position and time displacement of ∆p and ∆T between neighbors.

• Centroid and forward nodes both can only have neighbors of backward and centroid nodes.

So, to construct each KDTree, all graph nodes satisfying these rules are used as the data from which

to query, normalized by ∆p and ∆T . Then, during the path search, the relevant KDTree (centroid

or forward) of a node’s local neighborhood is used to query the node for k neighbors. If the node

is a backward node, then its corresponding centroid node is returned as noted previously. It is

important to clarify that while we are not directly constructing and keeping track of edges, they
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are implicitly defined through this process of neighbor querying. Using this method significantly

reduces the computational cost of graph construction, ensuring that neighbors are only added to

the graph when they are needed during path finding.

5.3.3 Cost of Neighbor Traversal

During the path finding phase, traversal between nodes in different local neighborhoods will

not necessarily be dynamically feasible. As such, we seek to find paths through our graph that

are near feasible by encoding a measure of dynamic feasibility in the cost of traversal. Bruchko

& Bosanac implement a weighted sum of Euclidean distance and angular difference between node

velocity vectors to aid in this process, followed by a shooting algorithm generating an estimate

of the cost of traversing between nodes. Here, we implement a novel distance metric inspired

by methods in direct collocation [59] by using a weighted sum of trapezoidal transcription error,

Euclidean distance, and velocity angular deviation. The trapezoidal transcription error is derived

from approximating a system’s dynamics using trapezoidal quadrature, a method for approximating

a definite integral in numerical integration. Within direct collocation, constraints are enforced on

segments between sampled collocation points that enforce adherence to a system’s dynamics. The

trapezoidal transcription error δk,k+1 can be expressed as

δk,k+1 = (xxxk+1 − xxxk)−
1

2
hk [fff(xxxk+1) + fff(xxxk)] (5.2)

hk = (tk+1 − tk)

where fff(·) is the system dynamics and xxxk and xxxk+1 are collocation points between the time steps

of tk and tk+1, respectively. Minimizing this transcription error indicates greater adherence to the

system dynamics. The total cost of traversal between nodes is then

gi,j =
∥δi,j∥2
δmax

+
di,j
dmax

+
∆ti,j
∆T

(5.3)
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Figure 5.4: Example distribution of traversal costs in detection graphs.

where di,j is the Euclidean distance between nodes i and j normalized by a the maximum neighbor

distance dmax, and ∆ti,j is the time between nodes i and j normalized by the maximum neighbor

time ∆T . An example distribution of node traversal costs is shown in Figure 5.4.

5.3.4 Path Finding and Refinement

5.3.4.1 Path Finding and Refinement

With the graph constructed, we can apply a path finding algorithm to recover paths through

the graph, minimizing the cost as defined in Eqn. (5.3). Here, a slightly modified version of A*

[53] is used where we minimize the function f(η) = ĝ(η) + h(η), where ĝ(η) is the average cost

of traversing between nodes from the start node to η. Using an average cost encourages A* to

potentially return longer paths as long as they are most dynamically consistent. Furthermore,

to determine whether to terminate the path search we implement a vicinity approach, wherein

during each traversal of a new neighbor, we check if the current node is within the vicinity of a

predetermined goal position and time. This allows for a greater variety of paths to be returned

from the A* search and generally prevents A* from not converging on a path.

Paths recovered from A* within the graph represent approximate feasible trajectories within
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detectable regions of Cislunar space. Something to note regarding these paths is that depending on

the distribution of nodes within the Cislunar volume, the initial and final states of the initial path

may not lie close to the reletive states of interest, such as the Earth and Moon for an Earth-Moon

transfer. As such, if a path’s start or goal node is not within some distance of the Earth or Moon,

respectively, then a node is appended to the path to ensure that the resultant path is representative

of an Earth-Moon transfer. Because of the discretization of the environment, the resultant paths

returned by A* do not exactly represent continuous natural motion within the system. Thus, for

the resultant paths to be useful in the context of mission design, we need to find a true feasible

trajectory that minimizes the distance to the path nodes. To perform this, we implement methods

from collocation theory and perform a non-linear least squares optimization to recover natural a

trajectory minimizing the distance to any given initial path.

Typically when performing collocation, a trajectory is sampled at specific collocation points

distributed to optimize numerical stability when evaluated interpolated derivatives. These collo-

cation points are often sampled at the roots of a high-order orthogonal polynomial, such as the

Legendre polynomial. This allows for exponential convergence rates when the entire trajectory is

sampled along these roots, referred to as pseudospectral collocation [59]. Fig. 5.5 displays a selec-

tion of Legendre polynomial roots, obtained from [42]. Since the nodes in the paths recovered from

our graph are not distributed in time according to these roots, we first must interpolate these paths

at the roots of the Legendre polynomial. With a properly distributed path, we can formulate the

non-linear optimization.

As previously stated, given an initial set of nodes along a path representing points in Cislunar

space detectable by an architecture, we wish to recover a natural trajectory within the CR3BP

that minimizes the total distance from said nodes. Given an initial path P = {η0, η1, ..., ηf−1, ηf}

represented by a sequence of graph nodes connected via directed edges, we interpolate this path

resulting in sequence of collocation points XC = {xxx(r) : r ∈ {r0, ..., rn}} where {r0, ..., rn} are the

roots of a Legendre polynomial. Then, we can construct the optimization problem as
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Figure 5.5: Distribution of different types of Legendre-Gauss collocation points. Obtained from
[42].
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min
X,U

[
α(X −XC)

T (X −XC) + λUTU
]

(5.4)

s.t. DX − fff(X,U) = 0

where U ∈ Rn×2 is a vector containing the continuous time control vector at each collocation point,

fff(X,U) are the CR3BP dynamics evaluated at the collocation points with control and DX = Ẋ

are the derivatives of the interpolated collocation points. The constraint in Eqn. (5.4) is referred to

as the pseduospectral transcription error and similar to the trapezoidal transcription error in Eqn.

(5.2), it enforces adherence to the system dynamics at the collocation points. As previously stated,

with collocation points evaluated at the roots of the Legendre polynomial, this constraint guarantees

convergence [59]. The solving of Eqn. (5.4) is performed with scipy’s minimize function using the

SLSQP algorithm [96]. In Eqn. (5.4), the weight α on the position constraint can be set to 0 so

that the problem is merely a minimization of control effort, with the bounds in minimize on the

state vector X instead enforcing proximity to the original path obtained from A*. Once converged,

the resultant solution X∗ is interpolated at the original simulation path times t ∈ t0, ..., tf and

represents a feasible trajectory within the dynamical system.

5.3.5 Detection Corridor Generation

With a feasible reference trajectory recovered from a path traversing through detectable

regions of Cislunar space, we then construct local neighborhoods of detectability at each time step

along the trajectory. The LNoDes along the trajectory approximate the maximum continuous

region of detectability within the local region of the trajectory at each time step. To calculate this,

we sample the local region of the reference trajectory at time ti using polar coordinates centered

at x̂(ti) with θj ∈ [0, 2π) and rl ∈ (0, rc]. For each θj , the detectability of each point at (rl, θj) is

determined, and the boundary at θj is determined as the maximum value of rl such that (rl, θj)

is detectable and rl+1 is not detectable by the architecture. Fig. 5.6 visualizes this method for

determining the boundary points of an LNoDe at time ti. As discussed previously, the set of
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Figure 5.6: Polar coordinate sampling about reference trajectory with LNoDe boundary points
estimated. Detectable points colored blue with purple points undetectable. Boundary points are
outlined in black.

LNoDes about reference trajectory constitutes its detection corridor, representing the detectability

of the trajectory and its local neighborhood in position space over time.

5.3.5.1 Persistence Metrics

Two main intuitive metrics are considered for determining persistence within a given detec-

tion corridor, along with the total coverage obtained of the target along the reference trajectory.

First, the area enclosed by the boundary points of an LNoDe represents the local region within

which an asset could experience perturbations in position space while remaining detectable by an

architecture. The corridor width rc at an LNoDe can be selected heuristically such that it bounds

the reachable set in position space resulting from an unexpected perturbation. Thus, the persis-

tence of an LNoDe can be defined as the total area bounded by its boundary points divided by the

total area of the corridor with radius rc:

ρΓx̂(ti) =
AΓx̂(ti)

Arc

(5.5)

For this work, as a proof of concept rc is chosen to be a constant value not necessarily representing
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the reachable set about the reference trajectory.

Next, the total persistence of an entire detection corridor CCC(x̂̂x̂x) can be evaluated by obtaining

statistics of its LNoDes at each time step of the reference trajectory. First, the total corridor

coverage can be calculated as

ρCCC(x̂̂x̂x) =
1

N

tf∑
ti

ρΓx̂(ti) (5.6)

for N time trajectory time steps. This metric represents the average LNoDe persistence over

the duration of the reference trajectory. Said differently, this metric captures total detectability

about the reference trajectory within the defined corridor radius rc. If rc is determined via an

approximation of the reachable set about the reference, then this metric represents the coverage

of a target if it is perturbed at any time step. This provides insight to mission designers of the

expected coverage of an asset if the reference trajectory is not perfectly matched. A more in depth

look into detection gaps and variation across LNoDes benefits from a visual analysis of persistence

metrics over a trajectory duration.

These metrics can provide initial insight as the to performance of a corridor, and by specifying

minimum values of persistence matching relevant mission objectives, mission planners can obtain

persistent detection corridors that guarantee persistent coverage of their assets. Many detection

corridors are returned with our methodology, so filtering by persistence metrics can ensure that

only PDCs of interest can be evaluated on a lower level by mission planners.

5.4 Results and Discussion

5.4.1 Cislunar Architecture

As found in the previous contributions, there exists a complex tradespace between objec-

tives in the Cislunar SSA architecture design problem. Notably, increases in coverage provided

to volumes of Cislunar space and basic transfer trajectories comes at the expense of either a high

cost architecture or a large control effort by a cooperative agent. In this work, we seek to un-
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Table 5.1: Selected architectures from [63].

Architecture Observer Orbit Initial Phasing Telescope Diameter Period (TU) Jacobi Energy

1 Distant Prograde 0.7 200mm 5.066 3.027
L1 Vertical 0.7 200mm 5.527 2.772
L2 Lyapunov 0.8 500mm 6.678 2.926

2 W. Low Prograde 0.1 300mm 5.066 3.186

3 E. Low Prograde 0.6 500mm 5.297 3.169
GEO 0.6 500mm 4.605 N/A

L2 Lyapunov 0.4 200mm 5.066 2.977
L2 Vertical 0.0 300mm 5.066 2.884

cover persistent detection corridors defined by reference trajectories minimizing control effort while

maintaining detection within said corridors. Intuitively, we may expect that architectures with high

average coverage of the Cislunar volume would result in more detection corridors with persistent

detection. Depending on the distribution of detectable regions we may find decent performance

in lower cost, lower volume coverage architectures as well. As such, we examine resultant PDCs

across three Pareto-optimal architectures from [63] with varying levels of coverage and cost. These

architectures are described in Table 5.1 and shown in Figure 5.7.

5.4.2 Graph Construction

For each architecture, a graph is constructed following the outlined methods above. The ini-

tial simulation epoch is set to 01 Jan 2022 00:00:00 GMT, at which point initial observer phasings

are set. Graph construction begins by evaluating the detectability of evenly distributed grid points

in the x− y plane, over a time period of 60 days with a time step of 24 hours. At each time step,

detectable points are sampled via KMeans to become centroids, from which local neighborhoods are

generated by sampling velocities within the range of Jacobi energies of [3.01377, 3.173], correspond-

ing to zero velocity curves allowing traversal to the Moon and the L1 and L2 Lagrange points. Then,

each unique centroid state is propagated forward and backwards in time for a duration sampled

uniformly within the interval [12, 36]hrs. This allows for a finer representation of an architecture’s

detectability between the simulation’s time step. The detectability of propagated states by the

architecture is evaluated and detectable states are added as nodes. In Fig. 5.8, centroids and
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(a) Architecture 1 - DPO with 200mm telescope, L1
Vertical with 200mm telescope, and L2 Lyapunov
with 500mm telescope. (b) Architecture 2 - W. LPO with 300mm telescope.

(c) Architecture 3 - E. LPO with 500mm tele-
scope, GEO with 500mm telescope, L2 Lyapunov with
200mm telescope, and L2 Vertical with 300mm tele-
scope.

Figure 5.7: Variation in detectable regions for three selected architectures. Shown at a single
epoch in the simulation history. Artifacts and regions labeled as edge cases are a result of the
discretization and interpolation of the sampled grid points.

propagated nodes added to the graph from architecture 1 are shown for three time steps within the

simulation. After node construction, KDTrees are created for each centroid neighborhood for the

querying of neighbors. The resultant graphs for each architecture are shown in Figure 5.9.
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(a) (b)

(c)

Figure 5.8: Centroids and neighborhood nodes added to the graph at distinct time steps for archi-
tecture 1.
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The detection graphs in Fig. 5.9 help to elucidate the underlying concept we are presenting

in this work. In all graphs, it is clear that the regions of detectable space vary significantly over

this 60 day time span between the architectures. Upon initial inspection, one can imagine that a

spacecraft could navigate through these continuously detectable regions. The distribution of nodes

in these graphs also provide insight into the varying performance of the selected architectures. In

all cases, we see clearly the effects of the changing angle of solar illumination, and how it interacts

with the moving observers in their respective periodic orbits producing a sort of spiral of detectable

points over time. In particular, the graph of architecture 2 in Fig. 5.9 shows this spiral only within

the vicinity of the Moon.

5.4.3 Paths

With our detection graphs constructed shown in Fig. 5.9, the A* path finding algorithm with

cost and heuristic functions as previously discussed is applied to uncover near feasible trajectories.

To find paths representative of crewed missions from the Earth to the Moon, we identify a number

of initial nodes that minimize distance to the Earth respectively at unique time steps throughout

the 60 day time span. We iterate over each initial node to find paths that reach the vicinity of the

Moon, within a tolerance in distance and time. For each architecture graph, this results in a variety

of paths representing transfers of varying durations, control effort, as well as paths with varying

departure and arrival dates. The selection of initial and goal nodes can be modified to account for

specific mission requirements if so desired.

Figure 5.10 displays a number of paths for each architecture found after iterating through

30 unique times in the 60 day time span, at each time identifying three unique candidate start

nodes. Recall that these paths traverse through detectable regions of Cislunar space resulting

from our graph construction process. An initial indication of persistence can be evaluated by

identifying paths with short arcs between bends (representing nodes), representing paths whose

traversals through detectable regions is likely near constant. Longer arcs between bends in a path

may indicate that in order to reach the goal, the path had to traverse across a larger distance or
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(a) Detection graph from architecture
1.

(b) Detection graph from architecture
2.

(c) Detection graph from architecture
3.

Figure 5.9: Detection graphs from the selected architectures.
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(a) Resultant paths and reference trajectories from architecture 1. Only those with corridor
persistence above 90% shown.

(b) Resultant paths and reference trajectories from architecture 2. Only those with corridor
persistence above 80% shown (none over 90% were returned).

(c) Resultant paths and reference trajectories from architecture 3. Only those with corridor
persistence above 90% shown.

Figure 5.10: Paths and feasible trajectories from detection graphs in Fig. 5.9. The feasible reference
trajectories are colored by the total control effort used.
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period of time, during which detection may be ambiguous. As such, Fig. 5.10 only shows paths that

resulted in corridor persistence over some minimum amount, here selected to be 90 %. Architecture

2 in Fig. 5.10b did not have any paths with coverage greater than 90%, so those with coverage over

80% are shown instead.

5.4.4 Corridors

For the time span of 60 days we are able to rapidly generate a number of detection corridors

for each architecture at varying epochs. For illustration, we select a single persistent detection

corridor from architecture 3, then present a collection of them for each architecture. Figure 5.11

visualizes a persistent detection corridor with high corridor coverage about the reference trajectory

(projected onto the x−y axis). For the detection corridors shown here, we select an LNoDe radius of

0.1DU within which we determine the local detectability. This radius can be modified as needed to

closer match mission specifications. For example, the corridor radius could be chosen from mission

requirements specifying guaranteed coverage within any distance from the reference trajectory. In

the case of human spaceflight, one can imagine a scenario in which there might be an issue with a

maneuver deviating the spacecraft from its nominal trajectory. Mission planners may want to have

knowledge of the local neighborhood of detection around such maneuvers to act as a backstop for

potential loss of custody.

Perhaps more revealing, we can plot multiple detection corridors in the same plot, which

further elucidates the underlying concept of this work. For each candidate corridor epoch, we

select the corridor with the highest coverage over 50% and plot them together. Figures 5.12 - 5.14

show a selection of detection corridors over the 60 day time span for each architecture. These plots

display trajectories that traverse through the detection graphs at various epochs, representing the

dynamics of detectable regions of Cislunar space over time. Table 5.2 further details the resultant

corridors found between the three architectures.
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Figure 5.11: Selected persistent detection corridor from architecture 3. The Earth-Moon transfer
reference trajectory is projected onto the x− y plane.

Table 5.2: Statistics from corridor generation for each architecture studied. The volume coverage
is averaged over the 60 day time span.

Architecture Volume Coverage (%) Num. Corridors Num. Corridors (>90%) Avg. Coverage (%) Avg. Delta-V (DU/TU)

1 32.53 50 4 78.08 2.18

2 16.40 84 0 63.64 1.87

3 61.16 58 21 82.85 2.29
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Figure 5.12: Selection of persistent detection corridors for architecture 1.

5.4.5 Discussion

If we select 90% as the minimum corridor coverage required for persistent coverage, then

we find that architectures 1 and 3, in Figures 5.12 and 5.14 respectively, admit PDCs with which

trajectory designers could expect persistent coverage of a critical asset in a feasible Earth-Moon

transfer. Intuitively, architecture 3, which has a higher average volume coverage than architecture
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Figure 5.13: Selection of persistent detection corridors for architecture 2.

1, has significantly more PDCs, as seen in Table 5.2. Furthermore, the average coverage of all

corridors uncovered in architecture 3’s detection graph is relatively high - higher than the total

volume coverage, an expected result across the three architectures studied. Architecture 1 has only

four PDCs within the 60 day time span due to the less frequent coverage provided to the near-Earth

region, as seen in Fig. 5.7b. However, as seen in Fig. 5.12, coverage to the initial departure near
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Figure 5.14: Selection of persistent detection corridors for architecture 3.

the Earth periodically returns due to the dynamic solar illumination allowing for PDCs at a couple

of epochs within the time span.

In the case of architecture 2, which has a low average volume coverage over the time span, we

might have expected that it would be unlikely to uncover detection corridors with high coverage.

As seen in Fig. 5.7b, the detectable region is relatively small compared to the total region of

interest, mostly remaining around the West Low Prograde observer near the Moon. As such, as
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seen in Fig. 5.13, the corridors uncovered by our method lack coverage near the Earth, picking

up as the reference trajectories near the Moon. However, even with a small and concentrated

detection distribution, our method finds multiple corridors exploiting the coverage of this region,

with an average corridor coverage of 63.64%. Though this is below our specified 90% coverage

to be considered persistent, this elucidates an important result from this work: that low cost

architectures with poor performance across the entire Cislunar volume can still be utilized for

more focused SSA tasks within the region, such as providing coverage for critical assets in Earth-

Moon transfers. This further supports the insights from [64] that suggests an intelligently designed

Cislunar SSA architecture must inevitably consider the ways in which cooperative agents will use

said architecture.

An added benefit to our method is that each corridor is defined about a reference trajectory

modeled with continuous control from which we obtain an estimate of the total delta-v. As an aid

for mission design, corridor coverage and delta-v admit a tradespace from which one can identify

persistent detection corridors that balance a mission’s requirements in safety and cost. This is

similar to the tradespace in [64] but requires less computational complexity and deals directly

with boolean indicators of detectability, allowing for a more direct representation of coverage in

the trajectory optimization process. Furthermore, the statistics in 5.2 can be leveraged as metrics

within a Cislunar SSA architecture optimization framework as in [63, 64] to more finely determine

the quality of architectures.

It is important to note in this discussion that the total number of persistent detection corridors

returned by this method inevitably depends on user’s selection of minimum corridor coverage and

the corridor radius. For example, Table 5.3 shows the corridor statistics for same three architectures

but with a corridor radius of 0.2 DU. The average coverage of the corridors decreases slightly as

expected, so the analysis of PDCs may require visual inspection of the corridors. LNoDe persistence

is likely to be less uniform along the corridor, and so mission designers may have to evaluate

corridors based on desired local detection at individual time steps. Regardless, our method allows

for rapid uncovering of corridors, making this type of analysis feasible for mission design.
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Table 5.3: Statistics from corridor generation for each architecture studied with a corridor radius
of 0.2 DU. Slight decreases of corridor coverage across the architecture are shown in bold.

Architecture Volume Coverage (%) Num. Corridors Num. Corridors (>90%) Avg. Coverage (%) Avg. Delta-V (DU/TU)

1 32.53 50 2 76.16 2.18
2 16.40 84 0 61.16 1.87
3 61.16 58 21 81.42 2.29



Chapter 6

Resilience of Cislunar Architectures Using Reachability

6.1 Rapid Low-Thrust Reachable Set Computation

In this contribution, reachable sets for low-thrust spacecraft are approximated using an in-

direct method from Bowerfind & Taheri [17], similar to one from Patel & Scheers [78]. Bowerfind’s

algorithm uses an indirect multi-stage formulation (IMF) for solving multiple optimal control prob-

lems which approximate the boundary of the reachable set assuming a minimum-time control law.

The derivation of the IMF optimal control problem is summarized here.

The flow function F i(xi,ui,∆t) from stage i to stage i+ 1 is given by

xi+1 = F i(xi,ui,∆t) = x i +

∫ ti+1

ti

f(x(t), t,u(t))dt. (6.1)

Next, the Hamiltonian for the minimum-time formulation of the ith stage is written as

H i = ∆t+ (F i)⊤λ i+1 + ν1(∥α̂ i∥ − 1) (6.2)

where ∆t is the time step, λ i+1 is the costate vector at the next stage, and ν1 is a Lagrange

multiplier enforcing the unit norm constraint on the control vector α̂ i. From the Hamiltonian, the

costate equations are derived as

λi =
∂H i

∂x
= H i

x = F iT

x λi+1 (6.3)

and the control law is given by
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∂H i

∂u
= H i

u = 0 = (F i
u)

T λ i+1 + ν1

(
α̂ i

∥α̂ i∥

)
. (6.4)

From (6.4), the primer vector optimal control law becomes

α̂ i = − (F i
u)

T λ i+1∥∥(F i
u)

T λ i+1
∥∥ . (6.5)

In the CR3BP dynamics, the primer vector is augmented by the maximum thrust, in this work

chosen to be low-thrust at 0.18 DU/TU2 ≈ 4.9 × 10−7km/s2, similar to the resultant control

magnitude from [17]. The costate equations are integrated backwards in time using the state

transition matrix, F i
x = Φ, and the sensitivity matrix, F i

u = Ω, which are obtained from a forward

integration of an unpowered reference trajectory. During the forward integration, these matrices

are computed at each time step via the following equations:

F i
x =

∂xi+1

∂xi
= Φ(ti+1, ti) =

∫ ti+1

ti
A(t)Φ(t, ti)dt (6.6)

F i
u =

∂xi+1

∂ui
= Ω(ti+1, ti) =

∫ ti+1

ti

[
A(t)Ω(t, ti) + C(t)

]
dt (6.7)

where A(t) and C(t) are the state and control Jacobians of the CR3BP dynamics, respectively.

The algorithm itself consists of three main steps. First, a ballistic reference trajectory is

generated via forward integration, obtaining state transition and sensitivity matrices. Next, a large

number of costates are uniformly sampled from a 4D dimensional hypersphere, which are then

integrated backwards in time using Eq. (6.4) and used to compute the primer vector in Eq. (6.5).

Finally, a forward integration of the state dynamics with stored primer vectors is performed to

obtain the reachable set and intermediate states. Figure 6.1 shows a set of trajectories and their

final states from an initial position near the L2 Lagrange point with velocity directions uniformly

sampled in 2D. For more details on the algorithm, see [17].
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(a)

(b)

Figure 6.1: Reachable sets and intermediate states. Colors represent trajectories with unique initial
velocities.

6.1.1 Precomputing Reachable Sets

While Bowerfind’s algorithm is efficient for computing reachable sets compared to other

methods, its computational cost is not insignificant if used in real-time for many architectures over

long periods of time. As such, a database of precomputed reachable sets is generated for use in this

work to reduce the computational burden of analyzing architecture resilience. A grid of positions

is generated to cover the relevant Cislunar volume, expanding out to the zero-velocity surface of
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the CR3BP at a Jacobi energy allowing for a ballistic trajectory to reach all regions except for L4

and L5. The grid of initial positions is shown in Figure 6.2. Next, velocity magnitudes are sampled

based on the range of Jacobi energies that allow for ballistic movement at each position. For a

position (x, y), one can solve for velocity from the (planar) Jacobi energy equation:

v2 = (x2 + y2) +
2(1− µ)

r1
+

2µ

r2
− J (6.8)

for Jacobi energy J evenly spaced in the range (2.99, 3.6). For each point, up to six velocity

magnitudes are calculated as long as v2 > 0. Finally, velocity directions uniformly distributed

about each position, resulting in six equally spaced velocity directions.

Figure 6.2: Grid of initial positions for precomputed reachable sets.

Using this method, about 30,000 unique initial states are generated. For each reachable set,

2,000 uniformly distributed costate directions are generated, and trajectory data for 200 time steps

over a 7-day period is stored. The entire generation process is run in parallel on a high-performance

computing cluster, and the resultant database of around 250GB is stored in an HDF5 file, enabling

efficient querying. In Python, h5py is used to read the database through a custom interface, allowing
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querying of reachable set data by initial position.

6.1.2 Calculating Coverage of Reachable Sets

To quantify architecture resilience to disruptions in the astrodynamics sense, a framework

is developed that tracks the coverage of reachable sets within an architecture’s field of regard.

By tracking the coverage of reachable sets over time, one can quantify how well an architecture’s

evolution of coverage matches the evolution of spacecraft states over time. This is in contrast to

a static volume coverage metric, which determines performance based on the average volume of

detectable space over time. A volume coverage, as in [63], keeps track of the amount of times that

sampled volume points are detected by an architecture over time, but does not account for the

dynamics of a spacecraft at those points. By having access to the reachable sets of spacecraft at

those points, a more fundamental quality of coverage is accessed that reveals how well a spacecraft

can be covered over time, starting at any initial position in Cislunar space. This paper provides a

systematic framework for obtaining this information, which can be presented in a variety of formats.

The processs of determining the coverage of reachable sets is essentially the same as for

volume coverage, with some extra steps to obtain the relevant data. First, a planar point in

Cislunar space, ps, is sampled and the nearest initial position, p0, in the database is found through

the HDF5 interface. Then, all reachable sets for that position are obtained (here, up to 36 unique

initial states per position), collected in an array Xps
q ∈ Rn×2000×200×4 for n unique initial states.

For each time ti ∈ T = [t0, t1, ..., tN ], the corresponding trajectory state is checked to determine

if it meets the detection threshold by the architecture (exceeding minimum SNR of 6). Ones

and zeros, representing a detectable and undetectable state, respectively, are stored in an array,

Mps
ti

∈ Rn×2000. To obtain the average coverage of all reachable set trajectories eminating from ps

over T , the concatenation of all masks flattened (M̄ = flatten(M)) is averaged:

η(ps, T ) = mean
(
M̄ps

t0
,M̄ps

t1
, ...,M̄ps

tN

)
(6.9)

The final result is a coverage metric η associated with the initial sampled point at time t0 , indi-
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Figure 6.3: Evolution of reachable set over time. Green states are detectable by the architecture,
while orange states are not.



125

cating how well the architecture performs at that specific location over the time horizon T . This

process can also be conceptualized as tracking the intersection of reachable sets and the evolution

of architecture coverage over time:

η(ps, T ) =
|{xr ∈ R(ps, T ) : xr is detectable}|

|R(ps, T )|
(6.10)

In Figure 6.3, an initial position is sampled near the Moon, and is shown with its queried

reachable sets. Over time, the boundary of each set expands, as expected, and the states’ cover-

age by the sample architecture is tracked. Notably, not all of the reachable sets are covered by

the architecture at all times. This is a key insight not captured by typical coverage metrics but

ellucidated here: that no position is static and just because a region is detectable at one time does

not mean it will continue to be in the future. The framework presented here allows not only for

quantification of this effect, but also for an intuitive visualization of it.

6.2 Resilience of Cislunar Architectures

6.2.1 Resilience Maps

The primary method by which one can quickly assess the resilience of an architecture is

through the use of a heat map. The process is repeated for a grid of 2D positions throughout

Cislunar space. A percentage of coverage of reachable sets is then returned for each position,

indicating how well the architecture performs at that location. The data can then be visualized as a

heat map, here referred to as a resilience map. Figure 6.4 shows a map for the sample architecture

previously discussed over a 7-day period. In contrast to a coverage map as in Figure 6.6, the

resilience map shows the intersection of an architecture’s coverage and a spacecraft’s reachable set

throughout Cislunar space. Notably, the resilience map does not directly show the distribution of

coverage over the volume, but rather the distribution of coverage over the reachable set trajectories.

Given that the reachable set trajectories are computed up to 7 days, a map generated at

time ti is a snapshot of architecture resilience from ti to ti + 7 days. This can be extended to a
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Figure 6.4: Resilience map for a sample architecture over a 7-day period.

Figure 6.5: Resilience maps for varying time horizons and coverage epoch frequencies.

longer time horizon by generating a map at multiple time steps and averaging the results. The total

duration and relative frequency of evaluating set coverage within the duration leads to different

levels of map fidelity, and averaging over longer time horizons can lead to smoothing out potentially

interesting features. Figure 6.5 shows three different resilience maps for the same architecture but

with varying time horizons and coverage epoch frequencies. Generally, a resilience map generated
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over a shorter horizon lends itself to capturing more detailed features of local regions, while a longer

horizon can provide a more global view of resilience. The choice of time horizon and frequency of

coverage epoch calculation should be made based on the specific application and desired level of

detail.

The resilience maps can be used to identify areas of weakness in an architecture’s coverage

distribution and evolution, allowing for a localized analysis of performance that is not possible with

a volume coverage metric. For example, in a hypothetical mission with a high value asset, there

may be a disruption to the spacecraft that causes it to drift from its planned trajectory. In such a

case, a resilience map can be used to determine the likelihood of the spacecraft being covered by

an architecture, assuming observers are tasked accordingly. In that context, the resilience map can

be interpretted as a probability distribution of detecting an uncooperative spacecraft starting at a

given position. If an area has low resilience, then it can be said that a trajectory starting in that

area is less likely to be detected than one starting in a region with high resilience.

6.3 Results and Discussion

To demonstrate the utility of this novel resilience framework, it is applied to a collection of

previously studied architectures for Cislunar SSA. These architectures exist along a Pareto front,

representing a trade-off between cost and coverage of the Cislunar volume. The resultant resilience

maps are used to identify areas of weakness in coverage distribution and evolution, allowing for a

localized analysis of architecture performance that is not possible with a volume coverage metric.

Furthermore, resilience maps can be used in the analysis of individual observers, aiding in optimal

architecture design and fine-tuning.

The three architectures selected for analysis are shown in Figure 6.6. An epoch of analysis is

arbitrarily chosen to be June 30, 2030 00:00:00 UTC and the resilience maps are generated within a

1080 day period to sufficiently showcase the affects of varying solar illumination. The architectures

are selected to represent a range of coverage and cost as discussed in [63, 64].
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(a) Architecture 1.

(b) Architecture 2.

Figure 6.6: Selected Pareto-optimal architectures for analysis (part 1).



129

(c) Architecture 3.

Figure 6.6: Selected Pareto-optimal architectures for analysis (continued).

6.3.1 Resilience Maps for Selected Architectures

Figure 6.7 shows the resultant resilience heat maps for the three selected architectures at four

times starting from the epoch of analysis. As expected, the architecture with the highest volume

coverage (and highest cost) in Figure 6.7c (architecture 3) is able to cover the most reachable set

trajectories throughout the Cislunar space over the long time horizon. However, the distribution of

reachable set coverage varies quite significantly due to the long period of the 3:2 Resonant observer

and the varying solar illumination. While this architecture has a high volume coverage averaged

over time, the resilience map shows a relatively large gap in coverage especially at the initial epoch.

This is especially interesting in that the coverage distribution at the initial epoch in Figure 6.6c

shows a significant amount of coverage near the Earth, but the architecture is not able to cover

reachable sets eminating from this detectable region. Here, though this region is initially detectable,

the CR3BP dynamics are misaligned with the architecture’s coverage evolution. This mismatch is

not necessarily captured by analyzing only the coverage distribution in Figure 6.6c, but with the

resilience map one can identify this vulnerability and take steps to address it.
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(a)
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(b)

Figure 6.7: Selected Pareto-optimal architectures for analysis (part 1).
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(c)

Figure 6.7: Selected Pareto-optimal architectures for analysis (continued).
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An important point to reiterate in these maps is that they are not showing the distribution

of coverage over the volume as in Figure 6.6. Rather, they are showing how well the architecture is

able to detect reachable sets eminating from each point in Cislunar space over time. As such, in all

the selected architectures in Figure 6.7 there are regions where there is no coverage, but from these

regions there are reachable sets with trajectories that eventually become detectable. This is an

intuitive concept that is easily captured by the resilience maps, providing a visualization in a single

plot of how well an architecture can detect spacecraft over time, accounting for the dynamics of

Cislunar space. For example, architecture 2 in Figure 6.6b has a fairly low volume coverage at the

initial epoch, covering only the right half of the volume. However, its resilience map in Figure 6.7b

over the 1080 day period shows that there are many trajectories outside of this initial region that

eventually become detectable by the architecture - even some starting near L3. This architecture

eventually covers a large portion of Cislunar space, but due to the solar illumination at the initial

epoch has a low volume coverage. However, due to this architecture consisting of an observer only

near the Moon, even as the solar illumination changes, the resilience map shows a consistent lack

of coverage of reachable sets within the so-called Earth-Moon corridor. This is an indication that

the coverage within the field of regard of the observers in this particular architecture is mismatched

to spacecraft dynamics in the region, even if the volume coverage is generally high.

On the other hand, the architecture 1 in Figure 6.6a has a lower cost than architecture 2, and

therefore a lower total volume coverage over long periods of time as discussed in [63]. It may be

expected that the resilience of this architecture would generally be lower as well, but Figure 6.7a

shows that the inclusion of a GEO observer allows for a larger portion of trajectories emanating

from the Earth-Moon corridor to be covered. In fact, the total coverage of reachable sets in this

lower cost architecture is comparable to the higher cost architecture in Figure 6.7b. In this case, it

seems to be primarily due to the inclusion of a GEO observer, whose coverage distribution repeats

more frequently allowing for a more consistent coverage of reachable sets over time in this specific

region.
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Figure 6.8: Observer in 3:2 Resonant orbit with 300mm telescope.

6.3.1.1 Resilience Informed Architecture Fine Tuning

With these resilience maps, the quality of coverage provided by an architecture can be more

locally assessed, allowing for targeted improvements. For example, as in architecture 3 in Figure

6.7c, there is a significant lack of reachable set coverage near the Earth at the initial epoch, even

though that region is detectable by the architecture as seen in Figure 6.6c. This can be addressed

by adding an observer to the architecture whose resilience map is more aligned with the Cislunar

dynamics at that time. As an example, resilience maps are created for a 300mm observer in the

same 3:2 Resonant orbit but varying the initial phasing of the orbit. These are shown in Figure 6.8,

and demonstrate the significance of the initial phasing of an observer on its coverage distribution

as previously discussed.

From this brief analysis, it appears that placing an observer into the 3:2 Resonant orbit

with an initial phasing of 216◦ would increase reachable set coverage and thus resilience in the

region near the Earth. The resultant modified architecture is shown in Figure 6.9, which shows

an increase in reachable set coverage near the Earth from around 20% to around 50%. As an

illustrative example, this likely isn’t the optimal solution to maximize resilience in this region, but

it does demonstrate how the framework can be used to fine-tune architectures to improve resilience,

where with a coverage distribution map this original vulnerability would not be easily identified.

This sort of analysis can be leveraged to fit within a larger framework for architecture design
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and analysis, such as those in [79, 64, 6, 97, 89]. By systematically generating resilience maps

for each potential observer in Cislunar space, one can identify and categorize observers based on

the spatial distribution of their reachable set coverage. These resilience maps can be categorized

using a clustering method such as in [64] to identify groups of observers with similar resilience

distributions. Combined with metrics such as volume coverage, cost, capacity, and others, a more

comprehensive framework for architecture optimization can be developed to improve the quality of

Cislunar SSA activities.

6.3.2 Resilience Maps for Selected Observer Orbits

As discussed throughout the literature [94, 63, 89] observers with periods resonant with the

Earth-Moon synodic period tend to have favorable characteristics for Cislunar SSA. This conclusion

comes from an analysis of the volume coverage distribution over time. However, this type of analysis

does not necessarily quantify how well an observer’s coverage distribution matches the dynamics

of spacecraft in Cislunar space, in the context of persistent tracking of space objects. A resilience

Figure 6.9: Modified architecture resilience map.
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map can be used to quantify this effect, and to identify which observers best track reachable sets of

spacecraft over time. As an example of this type of analysis, three orbits are selected for analysis:

a 1:1 synodic resonant L1 Lyapunov orbit, a 3:4 synodic resonant 3:2 Resonant orbit (3:2 resonance

with the lunar sidereal period), and a 1:1 synodic resonant Distant Prograde orbit (DPO). The

maps are calculated over the entire resonant period of each orbit to capture the extent of their

coverage distribution, with five coverage epochs evenly spaced throughout the period. As previously

discussed, averaging the reachable set coverage over these longer periods of time lend to smooth

out potentially interesting features, but reveal a more global view of resilience. Furthermore, the

initial phasing of each observer is varied, demonstrating how initial position and solar illumination

interact to impact coverage distribution. The resultant resilience maps are shown in Figures 6.10,

6.11, and 6.12, with a single contour level at 25% plotted on each to represent a minimum level of

coverage or probability of detection one might desire for resilience analysis.

These contrasting resilience maps show how different geometries between observer orbits re-

sult in varying abilities to cover spacecraft reachable sets over time, even though all orbits have

resonance with the synodic period. Each observer has a unique initial phasing that maximizes

its total coverage of the reachable sets, but the distribution of regions of coverage over the 25%

minimum for analysis varies significantly, both between phasings and across orbits. The L1 Lyap-

nuov (Figure 6.10) and DPO (Figure 6.12) have the same period and traverse a similar region of

Cislunar space, but due to the varied geometry of the orbits, the DPO tends to have a more con-

sistent distribution of reachable set coverage with varying initial phasing. On the other hand, the

L1 Lyapunov observer has more significant variation of high and low coverage regions over varying

its initial phasing. This is an indication that the DPO may be more resilient to drift from its 1:1

resonance with the synodic period, while the L1 Lyapunov’s coverage of spacecraft trajectory is

more sensitive to the initial phasing of the orbit.

The 3:2 Resonant observer in Figure 6.11 has a vastly different geometry than the other

two, and as such has a very different distribution of reachable set coverage throughout the region.

Earth-Moon sidreal resonant orbits such as this one are generally considered beneficial for Cislunar
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Figure 6.10: Resilience maps for 1:1 synodic resonant 300mm L1 Lyapunov observer with varying
initial phasing.
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Figure 6.11: Resilience maps for 3:4 synodic resonant 300mm 3:2 Resonant observer with varying
initial phasing.
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Figure 6.12: Resilience maps for 1:1 synodic resonant 300mm Distant Prograde observer with
varying initial phasing.
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SSA due to their wide traversal of the the Cislunar volume, but the resilience maps show that

the effective coverage considering Cislunar dynamics is quite inconsistent across initial phasings.

The 3:2 Resonant observer with an initial phasing of 120◦ has the highest reachable set coverage,

and a wide distribution of reachable set coverage over the 25% minimum for analysis purposes. To

reiterate, this map is averaged over the entire resonant period of the orbit capturing the large extent

of its coverage evolution. The regions of space within the 25% contour represent the proportion of

all possible trajectories starting from those initial positions that are persistently detectable by the

observer. This can similarly be interpretted as the probability of detecting a spacecraft starting from

any given position. Thus, another tradespace emerges from this analysis, comparing architectures

with broad distribution of relatively low reachable set coverage (probability of detection) such as

the 3:2 Resonant observer, with architectures with more localized regions of high reachable set

coverage such as the DPO and L1 Lyapunov observers.

6.3.3 Discussion

Similar to the novel framework presented in the previous contribution, quantifying resilience

via reachable sets can be leveraged within various parts of Cislunar SSA missions. For example,

architecture designers can implement a resilience-based metric to evaluate architecture iterations

within an optimization framework, such as those proposed in previous contributions. Additionally,

mission planners can use resilience maps to inform the sensor tasking of already existing architec-

tures, allowing for tasking of sensors towards regions of high reachable set coverage, thus increasing

the probability of detecting spacecraft in those regions. On the other hand, mission planners can

also use resilience maps to identify potential gaps in coverage and reallocate resources or adjust

sensor configurations to improve overall mission effectiveness.

The most important aspect of this framework is that is provides a systematic process to

quantify the ability of an architecture to detect spacecraft over time, directly accounting for the

dynamics of low-thrust spacecraft in Cislunar space. This is in contrast to our previous contribu-

tions that focused on volume coverage or coverage of individual trajectories. With resilience maps
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tracking coverage of reachable sets over time, we are able to more directly quantify the quality

of coverage provided by an architecture, allowing for the direct identification of vulnerabilities in

the evolution of architecture coverage. As shown in the results, it can be difficult to extend a vol-

ume coverage metric to account for how spacecraft in Cislunar space actually operate through the

regime. Our framework provides a systematic way to quantify this effect, allowing for an intuitive

visualization for mission designers and decision makers in Cislunar space.



Chapter 7

Conclusions and Future Work

This thesis represents an indepth exploration of the preliminary aspects of Cislunar SSA

architecture design and analysis. Included in this work is a novel approach for uncovering Pareto-

optimal sets of distributed electro-optcial observers using a multi-objective optimization framework,

optimizing over a variety of metrics. This includes the modeling of electro-optical sensors returning

detection of space objects using an SNR threshold, and the consideration of how future architectures

will inevitably be leveraged by mission planners to support a variety of mission objectives. Further-

more, a focus of this thesis was on the development of novel tools that can aid in the optimization

of architectures, and also be used in mission planning with an established architecture.

7.1 Optimal Architecture Design Using Monte Carlo Tree Search

In this contribution, we leveraged multi-objective Monte Carlo Tree Search to explore the

design space of distributed electro-optical SSA architectures. We demonstrated that this approach

can be used to uncover Pareto-optimal sets of architectures, and that these architectures can be

used to support a variety of mission objectives. Furthermore, by assessing detectability using an

SNR threshold, we were able to provide a more realistic assessment of the performance of these

architectures while simultaneously considering the nonlinear increase of cost associated with in-

creasing observer capabilities. This work laid the foundation and future direction of the proceeding

contributions, and significantly contributed to the study of distributed architecture optimization

for Cislunar SSA.
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7.2 Architecture Design for Cooperative Agents

In this contribution, we introduced a novel metric to the architecture design problem that

simulated the concept of the cost incurred by a cooperative agent to use a distributed architecture

in support of a mission objective. This metric was used as a third objective in the multi-objective

optimization framework as a way to evaluate how cost is distributed between an architecture and a

cooperative agent using the architecture. This work was the first to consider the cost through control

effort of using an architecture in support of a mission objective, and demonstrated that in order for

a cooperative agent to remain detectable above a certain threshold, either the architecture must

generally be more expensive, or the cooperative agent must expend more control effort to remain

detectable. In this work, we also leveraged clustering techniques across the resultant state space

histories to identify patterns in observer placement and resultant impact on Pareto-optimality.

Through this contribution, we offered a new and important perspective for the optimal design of

distributed architectures, and how they must inevitably consider how real world actors will use

them in support of mission objectives.

7.3 Persistent Detection Corridors for Crewed Missions

In this contribution, we explored insights from the previous contribution - namely, the concept

of corridors within Cislunar space along which a trajectory can reamin persistently detectable by a

distributed architecture - termed persistent detection corridors. To uncover these corridors, we first

captured the evolution of an architecture’s coverage over time by encoding detectable regions within

a graph, with nodes representing detectable points in space, connected forward in time to nearby

nodes. Then, the A* path finding algorithm was used to identify feasible paths through the graph,

representing approximate natural trajectories traversing primarily through detectable regions of

Cislunar space. To ensure the paths were truly dynamically feasible, we used pseudospectral collo-

cation to return a controlled trajectory near the path, and then evaluated the local neighborhood

of detection about the trajectory to uncover the coverage about the trajectory. The entire process
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was automated to allow for the rapid exploration of a large number of paths through the graph

allowing for the recovery of various persistent detection corridors. This work introduced persistent

detection corridors as a new concept in Cislunar SSA and demonstrated a rapid and automated

approach to uncovering them for any arbitrary distributed architecture by encoding the evolution of

coverage within an architecture’s field-of-regard. Furthermore, this contribution demonstrated how

these persistent detection corridors can be used to support the planning of crewed missions through

Cislunar space, or other missions where persistent detection is paramount to mission success. Our

novel approach here can also be used within an architecture design framework such as the previous

two contributions, allowing for the design of architectures that ensures the frequent occurance of

low-cost persistent detection corridors for Cislunar missions.

7.4 Resilience of Architectures Using Reachability

, In this final contribution, we explored how the distribution of coverage provided by a dis-

tributed architecture evolves over time within Cislunar space, and how well this evolution matches

that of a controled spacecraft. We introduced the concept of architecture resilience to disturbances

in the spacecraft being tracked by an architecture, i.e. loss of control authority in a crewed mission

in Cislunar space. We first generated a massive dataset of reachable sets within Cislunar space

with initial positions distributed about the region, and velocity magnitudes sampled according to

a range of Jacobi constant values. Then, the coverage of all reachable sets and their intermediate

states was evaluated for detectability by a distributed architecture, resulting in a heatmap - called a

resilience map - that visualizes how well an architecture’s evolution of coverage actually matches the

evolution of low-thrust spacecraft dynamics. We showed how our novel method encodes a measure

of resilience within distributed architectures, and in particular how limited a typical volume cov-

erage metric is for determing the quality of an architecture’s coverage distribution. Furthermore,

we demonstrated how, by using resilience maps, mission planners and SSA decision makers can

quickly identify vulnerabilities in an architecture and take steps to allocate resources to alleviate

them. Our resilience maps can also be used to inform sensor tasking for new object discovery, as
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they can be interpretted in a probabilistic sense, showing the proportion of all potential spacecraft

trajectories eminating from localized region that an architecture can detect. In summary, this con-

tribution presents another novel tool and metric that can be used in both Cislunar SSA architecture

optimization and during real world mission planning and sensor tasking.

7.5 Potential Future Work

There are a number of potential future directions for this work that could be explored with

the goal of improving the design and analysis of Cislunar SSA architectures. These include:

• Optimal sequential construction of distributed architectures using MO-MCTS:

∗ In the first contribution, we demonstrated that MO-MCTS can be used to uncover

Pareto-optimal sets of distributed architectures. However, this approach could be

extended to consider the sequential construction of architectures as will likely be the

case in the real world. This would involve considering the proper order of adding

observers to an architecture over a long tim horizon, and considerations for modularity

and reconfigurability of the architecture as new observers are added. The architecture

design problem would be formulated as a sequential decision making process and use

MO-MCTS in the traditional sense to explore the design space.

• Identification of persistent detection corridors with reachability analysis:

∗ Briefly mentioned within the third contribution was the idea that the width of a

persistent detection corridor could be chosen to represent a sort of safety region about

the reference trajectory, within which mission planners might expect that a slight

deviation would remain detectable. Reachability theory can be leveraged to explore

this concept, identifying a corridor radius at each time step that represents what a

deviation from the reference trajectory would look like, and how well the rechable set

is covered by the distributed architecture.
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• Resilience maps informing observer tasking and probability of detection:

∗ The resilience maps generated in the fourth contribution were done so by using an

architecture’s field-of-regard, which, while useful for high level analysis of performance,

lacks the lower-level specificity of individual sensor tasking using individual observers’

field-of-view (FoV). There is a lot of potential for leveraging these maps within an

optimal sensor tasking framework, as our resilience maps describe the ability of an

architecture to continually detect low-thrust spacecraft across the Cislunar regime.

This work would include using these maps to directly inform sensor tasking for new

object discovery and track maintenance.

• Optimal distributed architecture design with resilience, persistent detection corridor met-

rics:

∗ The MO-MCTS/NSGA-II hybrid algorithm can be used in a similar manner to the

second contribution for identifying Pareto-optimal architectures but with additional

metrics included from the third and fourth contributions. A resilience metric can

be included quite easily by averaging the coverage of all reachable sets over time,

allowing for an anlysis of how resilience correlates with other metrics such as volume

coverage. Futhermore, our tool for uncovering detection corridors can be similarly

easily implemented within this framework and can be included as an objective where

it is desirable to have as many persistent detection corridors as possible over some

minimum threshold.
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[26] Adrien Couëtoux, Jean-Baptiste Hoock, Nataliya Sokolovska, Olivier Teytaud, and Nicolas
Bonnard. Continuous Upper Confidence Trees. In Carlos A. Coello Coello, editor, Learning
and Intelligent Optimization, Lecture Notes in Computer Science, pages 433–445, Berlin,
Heidelberg, 2011. Springer.

[27] T. Cover and P. Hart. Nearest neighbor pattern classification. IEEE Transactions on
Information Theory, 13(1):21–27, January 1967.

[28] Jacob A Dahlke, Robert A Bettinger, and Rachel Oliver. Enhanced Heuristic Algorithm for
Optimal Cislunar Space Situational Awareness Architectures. In The Advanced Maui Optical
and Space Surveillance Technologies Conferences, 2024.

[29] Jacob A Dahlke, Adam P Wilmer, and Robert A Bettinger. PRELIMINARY COMPAR-
ATIVE ASSESSMENT OF L2 AND L3 SURVEILLANCE USING SELECT CISLUNAR
PERIODIC ORBITS. In AAS/AIAA Astrodynamics Specialist Conference, 2022.

[30] Ashwati Das-Stuart, Kathleen Howell, and David C Folta. A rapid trajectory design strategy
for complex environments leveraging attainable regions and low-thrust capabilities. In 68th
International Astronautical Congress, 2017.

[31] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan. A fast and elitist multiobjective genetic
algorithm: NSGA-II. IEEE Transactions on Evolutionary Computation, 6(2):182–197, April
2002.

[32] E. W. Dijkstra. A note on two problems in connexion with graphs. Numerische Mathematik,
1(1):269–271, December 1959.

[33] Bruce Donald, Patrick Xavier, John Canny, and John Reif. Kinodynamic Motion Planning.
Journal of the Association for Computing Machinery, 1993.

[34] Naomi Owens Fahrner, Jeremy Correa, and Joshua Wysack. Capacity-based Cislunar
Space Domain Awareness Architecture Optimization. In Advanced Maui Optical and
Space Surveillance Technologies Conference (AMOS), 2022.

[35] Samuel J. Fedeler and this link will open in a new tab Link to external site. Optical
Sensor Tasking Using Monte Carlo Tree Search. PhD thesis, University of Colorado at Boul-
der, United States – Colorado, 2023.

[36] David Folta, Natasha Bosanac, Ian Elliott, Laurie Mann, Rebecca Mesarch, and Jose Rosales.
Astrodynamics Convention and Modeling Reference for Lunar, Cislunar, and Libration Point
Orbits, October 2022.

[37] Félix-Antoine Fortin, François-Michel De Rainville, Marc-André Gardner, Marc Parizeau, and
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Table A.1: CR3BP periodic orbit initial conditions.

Orbit Family Orbit Index Initial Conditions (DU) Period (TU) Jacobi Constant Resonance (≈)

L5 Planar 0 0.904300, 0.866025, 0.000000, 0.175400, -0.546700, 0.000000 6.4836 2.8329 1:1

L5 Axial

0 0.813062, -0.123609, 0.100000, 0.083108, 0.385862, -0.237245 3.4015 2.9180 2:1
1 0.813152, -0.123482, 0.100000, 0.083136, 0.385745, -0.237322 3.4004 2.9181 2:1
2 0.929052, -0.002808, 0.100000, 0.129077, 0.133358, -0.426582 2.2683 2.9435 3:1
3 0.929167, -0.002721, 0.100000, 0.129020, 0.132947, -0.426792 2.2676 2.9435 3:1
4 0.929281, -0.002635, 0.100000, 0.128963, 0.132536, -0.427001 2.2670 2.9435 3:1
5 0.929396, -0.002549, 0.100000, 0.128905, 0.132124, -0.427210 2.2664 2.9436 3:1
6 0.716856, -0.246384, 0.100000, 0.120205, 0.488393, -0.214960 4.5348 2.8855 3:2
7 0.651913, -0.295424, 0.100000, 0.198076, 0.549383, -0.246719 5.1021 2.8563 4:3
8 0.652112, -0.295315, 0.100000, 0.197791, 0.549200, -0.246574 5.1006 2.8564 4:3
9 0.871520, -0.051808, 0.100000, 0.116753, 0.291325, -0.314073 2.7217 2.9330 5:2
10 0.871628, -0.051699, 0.100000, 0.116823, 0.291104, -0.314262 2.7206 2.9330 5:2
11 0.758699, -0.199034, 0.100000, 0.089264, 0.447181, -0.211849 4.0815 2.9007 5:3
12 0.603519, -0.315171, 0.100000, 0.275657, 0.592291, -0.291907 5.4425 2.8266 5:4
13 0.603696, -0.315123, 0.100000, 0.275344, 0.592142, -0.291701 5.4414 2.8267 5:4
14 0.566091, -0.321800, 0.100000, 0.347601, 0.621542, -0.344990 5.6687 2.7949 6:5
15 0.566243, -0.321787, 0.100000, 0.347286, 0.621436, -0.344730 5.6679 2.7951 6:5

L2 Halo
0 1.174517, 0.000000, 0.074567, -0.000000, -0.181513, 0.000000 3.3685 3.1291 12
1 1.073525, -0.000000, 0.201991, 0.000000, -0.190368, 0.000000 2.2409 3.0161 1:3
2 1.103863, -0.000000, 0.197466, -0.000000, -0.218220, -0.000000 2.6890 3.0202 5:2

2:3 Resonant

0 0.876541, 0.000000, 0.000000, 0.000000, 0.603693, 0.000000 17.0058 2.8454 2:5
1 0.876607, 0.000000, 0.000000, 0.000000, 0.603720, 0.000000 17.0053 2.8454 2:5
2 0.876672, 0.000000, 0.000000, 0.000000, 0.603747, 0.000000 17.0049 2.8455 2:5
3 0.876737, 0.000000, 0.000000, -0.000000, 0.603774, 0.000000 17.0044 2.8455 2:5

L1 Axial 0 0.930600, 0.000000, 0.000000, -0.000000, -0.603968, -0.000732 3.9500 3.0214 5:3

1:2 Resonant

0 0.840523, 0.000000, 0.000000, 0.000000, 0.640944, 0.000000 11.3376 2.7777 3:4
1 0.840614, 0.000000, 0.000000, 0.000000, 0.640894, 0.000000 11.3370 2.7778 3:4
2 0.840704, 0.000000, 0.000000, 0.000000, 0.640844, 0.000000 11.3365 2.7778 3:4
3 0.840794, 0.000000, 0.000000, 0.000000, 0.640794, 0.000000 11.3360 2.7779 3:4

1:3 Resonant

0 3.226844, 0.000000, 0.000000, -0.000000, -2.862563, 0.000000 17.0042 2.8391 2:5
1 3.226849, 0.000000, 0.000000, -0.000000, -2.862566, 0.000000 17.0045 2.8391 2:5
2 3.226854, 0.000000, 0.000000, -0.000000, -2.862570, 0.000000 17.0047 2.8391 2:5
3 3.226859, 0.000000, 0.000000, -0.000000, -2.862574, 0.000000 17.0050 2.8391 2:5
4 3.226864, 0.000000, 0.000000, -0.000000, -2.862578, 0.000000 17.0052 2.8391 2:5
5 3.226869, 0.000000, 0.000000, -0.000000, -2.862582, 0.000000 17.0055 2.8391 2:5
6 3.226874, 0.000000, 0.000000, -0.000000, -2.862586, 0.000000 17.0057 2.8391 2:5
7 3.226879, 0.000000, 0.000000, -0.000000, -2.862590, 0.000000 17.0060 2.8391 2:5

L1 Vertical

0 0.931375, -0.000000, 0.286205, -0.000000, -0.069016, -0.000000 4.5183 2.9498 3:2
1 0.926430, 0.000000, 0.359816, -0.000000, -0.054942, -0.000000 5.0840 2.8873 4:3
2 0.922824, 0.000000, 0.241836, -0.000000, -0.065649, -0.000000 4.0832 2.9901 5:3
3 0.908356, 0.000000, 0.423334, 0.000000, -0.029214, -0.000000 5.4178 2.8307 5:4
4 0.883182, -0.000000, 0.482350, -0.000000, 0.002472, 0.000000 5.6364 2.7719 6:5

L1 Lyapunov

0 0.619269, 0.000000, -0.000000, -0.000000, 0.826471, 0.000000 6.7792 2.8953 1:1
1 0.798246, 0.000000, -0.000000, 0.000000, 0.368685, 0.000000 3.3857 3.0674 2:1
2 0.762301, -0.000000, 0.000000, -0.000000, 0.498318, -0.000000 4.5136 2.9916 3:2
3 0.739605, 0.000000, 0.000000, -0.000000, 0.551442, -0.000000 5.0747 2.9689 4:3
4 0.777494, 0.000000, -0.000000, -0.000000, 0.456401, 0.000000 4.0769 3.0137 5:3
5 0.723690, 0.000000, 0.000000, 0.000000, 0.586512, -0.000000 5.4119 2.9567 5:4
6 0.711636, -0.000000, 0.000000, -0.000000, 0.612846, -0.000000 5.6398 2.9485 6:5

L4 Axial

0 0.813062, 0.123609, 0.100000, -0.083108, 0.385862, 0.237245 3.4015 2.9180 2:1
1 0.813152, 0.123482, 0.100000, -0.083136, 0.385745, 0.237322 3.4004 2.9181 2:1
2 0.929052, 0.002808, 0.100000, -0.129077, 0.133358, 0.426582 2.2683 2.9435 3:1
3 0.929167, 0.002721, 0.100000, -0.129020, 0.132947, 0.426792 2.2676 2.9435 3:1
4 0.929281, 0.002635, 0.100000, -0.128963, 0.132536, 0.427001 2.2670 2.9435 3:1
5 0.929396, 0.002549, 0.100000, -0.128905, 0.132124, 0.427210 2.2664 2.9436 3:1
6 0.716856, 0.246384, 0.100000, -0.120205, 0.488393, 0.214960 4.5348 2.8855 3:2
7 0.651913, 0.295424, 0.100000, -0.198076, 0.549383, 0.246719 5.1021 2.8563 4:3
8 0.652112, 0.295315, 0.100000, -0.197791, 0.549200, 0.246574 5.1006 2.8564 4:3
9 0.871520, 0.051808, 0.100000, -0.116753, 0.291325, 0.314073 2.7217 2.9330 5:2
10 0.871628, 0.051699, 0.100000, -0.116823, 0.291104, 0.314262 2.7206 2.9330 5:2
11 0.758699, 0.199034, 0.100000, -0.089264, 0.447181, 0.211849 4.0815 2.9007 5:3
12 0.603519, 0.315171, 0.100000, -0.275657, 0.592291, 0.291907 5.4425 2.8266 5:4
13 0.603696, 0.315123, 0.100000, -0.275344, 0.592142, 0.291701 5.4414 2.8267 5:4
14 0.566091, 0.321800, 0.100000, -0.347601, 0.621542, 0.344990 5.6687 2.7949 6:5
15 0.566243, 0.321787, 0.100000, -0.347286, 0.621436, 0.344730 5.6679 2.7951 6:5

L2 Axial 0 1.219977, -0.000000, 0.000000, 0.000000, -0.427494, -0.000363 4.3105 3.0138 3:2

GEO 0 -0.012151, 0.109688, 0.000000, 3.001001, 0.000000, 0.000000 0.1991 9.0423 30:1
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Table A.1: CR3BP periodic orbit initial conditions (continued).

Orbit Family Orbit Index Initial Conditions (DU) Period (TU) Jacobi Constant Resonance (≈)

S. Butterfly

0 0.997458, 0.000000, -0.180887, 0.000000, -0.267825, -0.000000 6.8018 2.9836 1:1
1 0.909486, 0.000000, -0.147987, 0.000000, -0.029831, -0.000000 3.4014 3.0880 2:1
2 1.029694, 0.000000, -0.319069, 0.000000, -0.257194, -0.000000 10.2035 2.8829 2:3
3 0.968194, 0.000000, -0.462906, 0.000000, -0.161387, 0.000000 11.3371 2.7862 3:4
4 0.906875, 0.000000, -0.143163, -0.000000, -0.080985, -0.000000 4.0817 3.0878 5:3
5 0.947594, 0.000000, -0.157279, -0.000000, -0.202470, -0.000000 5.4420 3.0381 5:4
6 0.956277, 0.000000, -0.160945, 0.000000, -0.217203, -0.000000 5.6687 3.0280 6:5

S. Dragonfly

0 1.142788, 0.000000, -0.104701, 0.009960, -0.336817, -0.263838 6.8024 2.9564 1:1
1 1.116741, 0.000000, -0.174454, -0.009210, -0.246609, -0.119101 5.6693 3.0137 6:5
2 1.116716, 0.000000, -0.174519, -0.009212, -0.246526, -0.118913 5.6687 3.0137 6:5
3 1.116690, 0.000000, -0.174584, -0.009214, -0.246442, -0.118724 5.6681 3.0137 6:5
4 1.116665, 0.000000, -0.174649, -0.009215, -0.246359, -0.118535 5.6676 3.0138 6:5

Dist. Pro.

0 1.004196, 0.000000, 0.000000, 0.000000, 1.204892, 0.000000 6.8026 2.9872 1:1
1 1.027007, 0.000000, 0.000000, -0.000000, 0.728667, 0.000000 4.5338 3.0456 3:2
2 0.993576, 0.000000, 0.000000, 0.000000, 2.060847, 0.000000 9.0697 2.9485 3:3
3 1.019261, 0.000000, 0.000000, 0.000000, 0.837234, 0.000000 5.1008 3.0271 4:3
4 0.995685, 0.000000, 0.000000, 0.000000, 1.759259, 0.000000 8.5028 2.9582 4:5
5 1.059033, 0.000000, 0.000000, 0.000000, 0.429152, 0.000000 2.7207 3.1232 5:2
6 1.034501, 0.000000, 0.000000, -0.000000, 0.644767, 0.000000 4.0806 3.0630 5:3
7 1.015401, 0.000000, 0.000000, 0.000000, 0.904593, 0.000000 5.4409 3.0175 5:4
8 0.997091, 0.000000, 0.000000, 0.000000, 1.617872, 0.000000 8.1625 2.9638 5:6
9 1.045401, 0.000000, 0.000000, 0.000000, 0.432515, 0.000000 1.1347 3.1962 6:1
10 1.045437, 0.000000, 0.000000, 0.000000, 0.432143, 0.000000 1.1337 3.1963 6:1
11 1.045473, 0.000000, 0.000000, 0.000000, 0.431774, 0.000000 1.1327 3.1964 6:1
12 1.013100, 0.000000, 0.000000, -0.000000, 0.950893, 0.000000 5.6686 3.0116 6:5

N. Dragonfly

0 1.142788, 0.000000, 0.104701, 0.009960, -0.336817, 0.263838 6.8024 2.9564 1:1
1 1.116741, 0.000000, 0.174454, -0.009210, -0.246609, 0.119101 5.6693 3.0137 6:5
2 1.116716, 0.000000, 0.174519, -0.009212, -0.246526, 0.118913 5.6687 3.0137 6:5
3 1.116690, 0.000000, 0.174584, -0.009214, -0.246442, 0.118724 5.6681 3.0137 6:5
4 1.116665, 0.000000, 0.174649, -0.009215, -0.246359, 0.118535 5.6676 3.0138 6:5

L5 Long
0 0.508790, -0.866025, 0.000000, -0.013361, -0.009083, 0.000000 21.0757 2.9881 1:3
1 0.832553, -0.866025, -0.000000, -0.155334, -0.321470, 0.000000 26.1775 2.9764 1:4

L2 Vertical

0 1.110697, -0.000000, -0.000000, 0.000000, -0.195148, 0.446795 4.5387 2.9533 3:2
1 1.106768, -0.000000, -0.000000, 0.000000, -0.251012, 0.497475 5.0774 2.8845 4:3
2 1.118303, 0.000000, -0.000000, 0.000000, -0.130095, 0.391505 4.0628 3.0144 5:3
3 1.103870, 0.000000, -0.000000, 0.000000, -0.286534, 0.543842 5.4215 2.8204 5:4
4 1.101012, 0.000000, -0.000000, 0.000000, -0.315109, 0.587259 5.6357 2.7577 6:5

L2 Lyapunov

0 0.996239, 0.000000, 0.000000, -0.000000, 1.709423, -0.000000 6.7745 2.9261 1:1
1 1.023608, 0.000000, 0.000000, -0.000000, 0.795587, 0.000000 4.5080 3.0019 3:2
2 1.012228, 0.000000, 0.000000, -0.000000, 0.986610, 0.000000 5.0709 2.9767 4:3
3 1.039919, -0.000000, -0.000000, -0.000000, 0.626457, 0.000000 4.0537 3.0336 5:3
4 1.007598, 0.000000, -0.000000, -0.000000, 1.103704, -0.000000 5.4095 2.9650 5:4
5 1.005068, -0.000000, -0.000000, 0.000000, 1.185646, -0.000000 5.6354 2.9580 6:5

N. Butterfly

0 0.997458, 0.000000, 0.180887, 0.000000, -0.267825, 0.000000 6.8018 2.9836 1:1
1 0.909486, 0.000000, 0.147987, 0.000000, -0.029831, 0.000000 3.4014 3.0880 2:1
2 1.029694, 0.000000, 0.319069, 0.000000, -0.257194, 0.000000 10.2035 2.8829 2:3
3 0.968194, 0.000000, 0.462906, 0.000000, -0.161387, -0.000000 11.3371 2.7862 3:4
4 0.906875, 0.000000, 0.143163, -0.000000, -0.080985, 0.000000 4.0817 3.0878 5:3
5 0.947594, 0.000000, 0.157279, -0.000000, -0.202470, 0.000000 5.4420 3.0381 5:4
6 0.956277, 0.000000, 0.160945, 0.000000, -0.217203, 0.000000 5.6687 3.0280 6:5

Dist. Retro.

0 0.851461, 0.000000, 0.000000, 0.000000, 0.478229, 0.000000 2.2669 2.9622 3:1
1 0.676037, 0.000000, 0.000000, -0.000000, 0.743602, 0.000000 5.1012 2.8529 4:3
2 0.895774, 0.000000, 0.000000, 0.000000, 0.474414, 0.000000 1.3597 3.0173 5:1
3 0.829698, 0.000000, 0.000000, -0.000000, 0.494298, 0.000000 2.7198 2.9446 5:2
4 0.757239, 0.000000, 0.000000, -0.000000, 0.588358, 0.000000 4.0817 2.9005 5:3
5 0.632343, 0.000000, 0.000000, 0.000000, 0.842931, 0.000000 5.4414 2.8232 5:4
6 0.907375, 0.000000, 0.000000, -0.000000, 0.483388, 0.000000 1.1347 3.0402 6:1
7 0.591235, 0.000000, 0.000000, 0.000000, 0.945278, 0.000000 5.6690 2.7916 6:5
8 0.591418, 0.000000, 0.000000, 0.000000, 0.944802, 0.000000 5.6681 2.7918 6:5
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Table A.1: CR3BP periodic orbit initial conditions (continued).

Orbit Family Orbit Index Initial Conditions (DU) Period (TU) Jacobi Constant Resonance (≈)

E. Low Pro.

0 1.126435, 0.000000, 0.000000, -0.000000, 0.129877, 0.000000 3.4018 3.1626 2:1
1 1.126444, 0.000000, 0.000000, -0.000000, 0.129825, 0.000000 3.4015 3.1626 2:1
2 1.126454, 0.000000, 0.000000, -0.000000, 0.129772, 0.000000 3.4012 3.1626 2:1
3 1.126463, 0.000000, 0.000000, -0.000000, 0.129719, 0.000000 3.4008 3.1626 2:1
4 1.126473, 0.000000, 0.000000, -0.000000, 0.129666, 0.000000 3.4005 3.1626 2:1
5 1.126482, 0.000000, 0.000000, -0.000000, 0.129614, 0.000000 3.4001 3.1626 2:1
6 1.122229, 0.000000, 0.000000, -0.000000, 0.104933, 0.000000 2.2678 3.1709 3:1
7 1.100709, 0.000000, 0.000000, -0.000000, 0.164162, 0.000000 1.7003 3.1753 4:1
8 1.061527, 0.000000, 0.000000, -0.000000, 0.340148, 0.000000 1.3611 3.1811 5:1
9 1.061584, 0.000000, 0.000000, -0.000000, 0.339720, 0.000000 1.3601 3.1812 5:1
10 1.070939, 0.000000, 0.000000, -0.000000, 0.284993, 0.000000 1.3611 3.1823 5:1
11 1.070848, 0.000000, 0.000000, -0.000000, 0.285457, 0.000000 1.3606 3.1823 5:1
12 1.070757, 0.000000, 0.000000, -0.000000, 0.285922, 0.000000 1.3601 3.1823 5:1
13 1.070667, 0.000000, 0.000000, -0.000000, 0.286387, 0.000000 1.3596 3.1823 5:1
14 1.129685, 0.000000, 0.000000, -0.000000, 0.092717, 0.000000 2.7215 3.1692 5:2

L4 Planar 0 0.904300, 0.866025, 0.000000, 0.175400, -0.546700, 0.000000 6.4836 2.8329 1:1

W. Low Pro.

0 0.999349, 0.000000, 0.000000, -0.000000, 1.371593, 0.000000 2.2681 3.1839 3:1
1 0.999363, 0.000000, 0.000000, -0.000000, 1.370637, 0.000000 2.2671 3.1839 3:1
2 1.008986, 0.000000, 0.000000, -0.000000, 0.957299, 0.000000 1.7010 3.1861 4:1
3 1.009017, 0.000000, 0.000000, -0.000000, 0.956431, 0.000000 1.6997 3.1861 4:1
4 1.021275, 0.000000, 0.000000, 0.000000, 0.701783, 0.000000 1.3612 3.1893 5:1
5 1.021325, 0.000000, 0.000000, 0.000000, 0.701006, 0.000000 1.3604 3.1893 5:1
6 1.021375, 0.000000, 0.000000, 0.000000, 0.700229, 0.000000 1.3596 3.1894 5:1
7 1.045433, 0.000000, 0.000000, 0.000000, 0.432190, 0.000000 1.1338 3.1963 6:1
8 1.045471, 0.000000, 0.000000, -0.000000, 0.431786, 0.000000 1.1328 3.1964 6:1

L4 Long
0 0.468586, 0.887598, 0.000000, 0.013572, -0.005511, 0.000000 21.0757 2.9881 1:3
1 -0.463998, 1.045147, 0.000000, 0.154044, 0.237071, -0.000000 26.1775 2.9764 1:4

3:2 Resonant 0 0.665646, 0.000000, 0.000000, 0.000000, 0.621468, 0.000000 11.3364 3.0472 3:4

L1 Halo
0 0.871245, -0.000000, 0.189871, -0.000000, 0.238390, 0.000000 2.2396 2.9978 3:1
1 0.841174, -0.000000, 0.160524, -0.000000, 0.262475, 0.000000 2.6906 3.0258 5:2
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