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Gravity is among the most ubiquitous forces within astrodynamics. The motion of every

planet, asteroid, and spacecraft is intrinsically influenced by the gravitational forces of objects both

near and far. Despite this, no universal model of this force exists. Rather, dynamicists must choose

between many different gravity models that each carry their own unique advantages and drawbacks.

For example, some models are fast to compute but lack analytic rigor; some achieve high accuracy

but come with computational penalties, and others still are built with intrinsic assumptions or have

limited operational validity. To combat these challenges, this thesis proposes the Physics-Informed

Neural Network gravity model, or PINN-GM, which shifts attention away from analytic approaches

and towards data-driven models. Specifically, the PINN-GM leverages recent advances in the field

of Scientific Machine Learning to blend the power of neural networks with dynamical systems

theory to produce high-fidelity models of complex dynamical systems without sacrificing analytic

rigor. Through multiple iterations of development, the PINN-GM now offers high-accuracy, fast

execution times, data efficiency, global validity, and exact differentiability. Taken together, these

attributes make the PINN-GM well-suited to assist astrodynamicists in a variety of applications

including reinforcement learning, periodic orbit discovery, and orbit determination.
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Chapter 1

Introduction

Astrodynamics is the study of objects’ motion through space. Be it for spacecraft or celestial

bodies, the goal is to better understand the underlying forces acting on these systems and character-

ize or leverage the resulting motion. Despite the simplicity of the overarching theme, astrodynamics

is full of a diverse array of academic topics, spanning trajectory optimization, formation flying, state

estimation, control theory, attitude dynamics, and even remote sensing. Amidst the wide range of

problems, one thing ties them all together: the force of gravity.

Consider the fact that nearly all problems in astrodynamics begin with equations of motion

of the form:

r̈ = −∇U(r) + ad (1.1)

where U is a model of the gravitational potential, and ad are the remaining accelerations. The

presentation of this differential equation alone highlights the significance of the gravitational force.

In nearly all cases, gravity serves as the dominant force and the remaining perturbations are

secondary. Yet despite the critical role that gravity plays in all astrodynamics problems, no universal

model of the force exists. Instead, dynamicists are left to choose between a variety of analytic

or numerical approximations, referred to as gravity models, each with their own corresponding

advantages and drawbacks.

The simplest gravity model assumes that all objects can be represented as perfect point

masses whose gravitational potential takes the form

U(r) = −µ
r

(1.2)
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where µ is the gravitational parameter of the body and r is the distance from the body. While this

choice may be sufficient for first-order analyses and proof-of-concept work, it becomes considerably

less reliable when transitioning into real mission scenarios. In these settings, higher-fidelity models

are required, and dynamicists are forced to choose between a plethora of different models, including

but not limited to spherical harmonics (2), ellipsoidal harmonics (3), mascons (4), polyhedral

models (5), extreme learning machines (6), GeodesyNets (7), and so on.

Each of these models have tradeoffs, but the one thing they all recognize is that gravity fields

are far more complex than a point mass approximation. Every celestial body comes with asym-

metries and heterogeneous densities, or have surfaces peppered with craters, mountains, mineral

deposits, and other geologic features that each contribute their own unique perturbation to the

total gravity field. One need only look at the woefully textured surfaces of the Earth and Moon

shown in Figure 1.1 as evidence. To treat these bodies as perfect spheres, or even oblate ellipsoids,

is a gross over-simplification of the true system. If dynamicists and spacecraft neglect these higher-

order gravitational features, the consequences can range from the steady drift away from reference

trajectories, to missing entry corridors, or in worst cases, unexpectedly transitioning orbiters into

intercepting probes. To avoid these scenarios, it is imperative that dynamicists have efficient and

accurate models to represent these gravitational perturbations to high-accuracy.

There exists a long history and rich body of literature dedicated to the construction of high-

fidelity gravity models. The majority of this literature explores ways to represent gravity fields

analytically, leveraging clever mathematical tricks and basis functions to guarantee convergence.

While these models offer compelling physical interpretations and desireable mathematical prop-

erties, many come with operational limitations, assumptions, or computational overhead. While

these analytic models have provided meaningful advances to the gravity modeling community, their

lingering drawbacks highlight a fundamental question facing the dynamics community: Are there

ways to construct universal models of complex dynamical forces free of these shortcomings?

To answer this question, one must first acknowledge that dynamics models are notoriously

difficult to construct. Ideally, these models should be accurate, compact, computationally efficient,
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Figure 1.1: Gravitational Perturbations for Earth and Moon
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and physically-compliant; however, these objectives are often in natural competition with one an-

other. In many cases, high-accuracy models come with many parameters, large memory footprints,

and high computational cost. Compact models come with less overhead, but typically lose accuracy

or cut corners in their analytic rigor. It remains an open question if there even exist models for

which these compromises do not need to be made. For the case of gravity field modeling, there has

yet to be a model that is flexible enough to represent the most dominant perturbations to high-

accuracy while maintaining small memory footprints and fast execution times. If such a model

did exist, the applications would be far reaching — expanding on-board capabilities for spacecraft

guidance, navigation, and control, improving ground-based simulation fidelity for trajectory design

and mission planning, as well as unexplored improvements for planetary scientists and geophysicists

who use these models for other purposes.

Figure 1.2: Using Scientific Machine Learning models to solve the gravity modeling problem.
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This thesis aims to take a step towards the construction of a universal, high-fidelity gravity

model. By shifting the focus away from purely analytic approaches, this work instead introduces a

class of gravity model that leverages novel techniques within the emerging field of Scientific Machine

Learning, or SciML. SciML is subset of artificial intelligence that seeks to construct high-fidelity

models of complex dynamical systems in a data-driven manner (8). There exists a wide variety of

candidate tools and function approximators in this branch machine learning, but one of the most

popular is the Physics-Informed Neural Network (PINN).

PINNs are neural networks specifically designed to learn solutions to differential equations (9).

While this can technically be accomplished with traditional neural networks — sampling values of

the dynamical system at various positions and points in time and regressing a neural network

to that data — PINNs provide a more satisfying and powerful framework. Specifically, PINNs

introduce an augmented loss function which simultaneously penalizes mis-modeling of the training

data while also including additional terms which penalize the model when it violates differential

equations governing the true system. This simple change yields a surprising amount of utility,

granting dynamicists a powerful and flexible way to represent complex dynamical phenomena while

ensuring that the learned solution is intrinsically complaint with the underlying physics. Not only

does this help quell concerns about the learned solution validity, but these changes also produce

sizable improvements in the model’s accuracy, generalizability, and data efficiency.

This thesis explores how Physics-Informed Neural Networks can be leveraged to solve the

gravity modeling problem. Rather than prescribing analytic basis functions which come with their

own unique challenges, the following chapters demonstrate how PINNs can learn more compact

representations of the gravitational potential while maintaining the desirable physical properties

of their analytic predecessors. After multiple iterations of development, the PINN-GM now pro-

duces gravity models that offer high-accuracy, fast execution times, data efficiency, global validity,

and exact differentiability. Taken together, these attributes make the PINN-GM well-suited to

assist astrodynamicists in a variety of applications including reinforcement learning, periodic orbit

discovery, and orbit determination.
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1.1 Significance

As discussed, gravity field modeling is among the most fundamental problems in astrody-

namics. In nearly all space-based dynamical systems, gravity plays a key role in the guidance,

navigation, and control of the object in question. Consider the most common problems in astro-

dynamics: the two body problem, three body problem, formation flying, rendezvous, proximity

operations and docking, trajectory design, etc. For each of these topics, the gravity model can

entirely change the nature of the design space and solutions discovered. Despite this, dynami-

cists often rely on the point mass gravity model or low-fidelity alternatives, as the transition to a

higher-fidelity model risks the problem reaching an level of untenable complexity.

The use of low-fidelity gravity models, however, is becoming unsustainable. As near-Earth,

cis-lunar, and deep space missions continue to increase in complexity, there grows a simultaneous

need for more powerful dynamics models to assist spacecraft in achieving their goals. The recent

decades spent exploring asteroids and comets, or small-bodies, provides a compelling example of

this phenomenon. For the earliest missions in the 1980s like Giotto (10) and Galileo (11), the goal

was simply to flyby the small-body of study (Halley’s comet and the asteroid Gaspra respectively).

These missions did not require extremely precise gravity models, only models accurate enough

to get the spacecraft in the vicinity of the object to capture images before continuing on into

deep space. Later, these missions began requiring greater precision, as designers sought to place

spacecraft in orbit around these bodies (NEAR Shoemaker, 1996 (12)) or to conduct multiple flybys

(Deep Space 1, 1998 (13)). Once it was demonstrated that spacecraft could enter orbit, priority was

then shifted to collecting material (Stardust, 1999 (14)), purposefully impacting the object (Deep

Impact, 2005 (15)), even landing on the body’s surface (Rosetta, 2004 (16); Hayabusa, 2003 (17)).

These increasingly ambitious goals continue to present day today with missions like Hayabusa2 (18)

and OSIRIS-REx (19) attempting sample return for the asteroids Ryugu and Bennu respectively.

It is not difficult to extrapolate these trends and recognize that missions will continue to

increase in complexity for the foreseeable future, and dynamicists will require increasingly precise
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dynamics models to accommodate these ambitions. Of these forces, accurately capturing the effects

of the asteroid’s gravity field is particularly important. These bodies can have exotic geometries

and density profiles (see Figure 1.3), which, when left unaccounted for, can place spacecraft on

trajectories that may collide with the body. While avoiding catastrophic failure is the highest

priority, high-fidelity gravity models can also be valuable for precision touchdowns. Consider the

recent OSIRIS-REx mission whose flagship Touch-And-Go phase had originally been designed to

manuever the spacecraft into 25 meter landing zone. After discovering that the asteroid was

covered in boulders, the largest landing site available extended only a mere eight meters (20). In

these moments, precise knowledge of the gravity field is essential to ensure mission safety during

touchdown.

(a) 433-Eros (21) (b) 25413-Itokawa (22)

Figure 1.3: Asteroids often have complex geometries leading to irregular gravity fields.

Beyond gravity models’ application to small-body missions, there are also other academic

communities that leverage high-fidelity representations of gravity fields. Specifically, gravity mod-

eling has played a key role for problems in geophysics, ocean and climate science, and planetary sci-

ence. Gravity models are commonly used to better understand water resources across the globe (23),
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variations in sea level (24), and glacial melt (25). These studies play a critical role in predicting

droughts (26) and floods (27). Similarly, gravity field models are used to better understand the

interior of the Earth (28) and the motion of the tectonic plates (29). The latter is critical for

applications in GNSS, which in-turn help determine elevations, reference frames, and coordinate

systems used by other disciplines (30).

This work proposes a novel gravity model which seeks to provide utility to each of these

fields; however the lessons learned through the development of this model extend beyond the space

science community. Specifically, this work fundamentally explores how machine learning can be

used to construct high-fidelity dynamics models; investigating how to systemically discover better

basis functions and coordinate descriptions of complex dynamical phenomena. In principle, the

lessons gathered here can benefit communities which seek to explore data-driven alternatives to

otherwise cumbersome analytic models. The focus on gravity modeling offers a productive test

bench for the scientific machine learning community at large, as these systems are often time-

invariant and have well-studied pre-existing models. From this, SciML practitioners can use this

problem to benchmark new machine learning techniques without introducing additional overhead

of more complex dynamical systems.

1.2 History of Gravity Models

The search for high-fidelity gravity models predates the age of spacecraft. While the fun-

damentals of gravity were first characterized by Newton in the late 17th century, it was only in

the early 1900s that scientists began constructing higher-fidelity models. Rapp provides a detailed

history of these developments for Earth’s gravity models in his review paper (31) which is sum-

marized here for convenience. Spanning fromm 1901 to 1958, scientists first recognized that the

Earth’s gravity field deviates from that of a point mass approximation. To account for this, they

first crafted gravity models that were the superposition of gravity variations in latitude (zonal per-

turbations), and later extended these models to include variations in longitude — the precursor

to the spherical harmonic gravity model used today. To estimate the parameters of these models,
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geodesists averaged ground-based gravity measurements in bins of fixed degree (30x30, 10x10, 5x5,

and 1x1) and regressed the corresponding coefficients.

With the launch of Sputnik and other early satellites, geodesists like Kaula made first use of

satellite data to estimate select coefficient in the 1960s. Likewise institutions like the Smithsonian

Astrophysical Observatory, the Applied Physics Laboratory, and the Naval Weapons Laboratory

computed their own gravity models from satellite data referred to as SE, APL, and NWL models

respectively. Through the 1960s and into the 1970s, additional techniques were proposed to blend

terrestrial and satellite data achieving higher degree models with greater precision. In the 1970s,

Goddard Space Flight Center introduced their own gravity model GEM, which began with GEM-I

in 1972 (32) but continued to be updated until GEM-10C which reached degree 180 in 1978. In

the 1980s, the introduction of satellite laser tracking provided higher quality and greater quantity

of satellite data to update these models. Missions like Lageos and TOPEX/POSEIDON data were

used with the later generations of GEM to form models like GEM-L2 (33) and GEM-T1 (34)

respectively. Similarly, researchers at the Center for Space Research at the University of Texas at

Austin began developing their TEG models which utilized tracking data from multiple satellites.

In the 1990s, GSFC and UT Austin’s Center for Space Research joined forces and produced the

JGM models 1-3 (35; 36). Most recently, the Earth Gravity Models (EGM) from the National

Geospatial-Intelligence Agency provide some of the highest-fidelity models. Among the most well-

known is EGM96 (37) which reached a spherical harmonic solution spanning degree 360. In 2008,

NGA introduce the EGM2008 model which reached degree 2190 and is currently the highest fidelity

spherical harmonic model for Earth publicly available (38).

The study of the Moon’s gravity field followed a similar trend, albeit at a slower rate due

to limited data. Among the first gravity models of the lunar field came as a result of the Apollo

program. Studying the motion of the spacecraft which orbited the moon, researchers realized

that the spacecraft orbital motion was perturbed over certain region of the lunar surface. These

perturbations were later characterized as mass concentrations in the lunar surface, dubbed mascons,

which could effectively be modeled as the superposition of multiple point mass elements embedded
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on, or just below, the surface of the Moon (39). Analyses of this mascons continued through the late

20th century with missions like the Clementine mission (40), Lunar Reconnaissance Orbiter (41),

and the Gravity Recovery and Interior Laboratory (GRAIL) (42) continuing to take measurements

of the Moon’s topology and gravity field to help construct both higher fidelity mascon models as

well as spherical harmonic models.

Beyond the study of large planetary bodies and moons, small-body exploration has also

fueled considerable work for gravity field modeling. As discussed, small-body gravity fields can be

notoriously difficult to represent, particularly given their irregular geometry and unknown density

profiles. Originally researchers continued to model these fields with spherical harmonics; however,

as noted by Brillouin in 1933, the spherical harmonic model begins to diverge when the spacecraft

enter the sphere which bounds all mass elements (43). This divergence make the spherical harmonic

model particularly risky for proximity or landing operations.

In 1997, Werner and Scheeres introduced the polyhedral gravity model which offers a non-

diverging solution to represent the gravity fields of these bodies (5). If a polyhedron shape model

of the small-body in question exists, then there exist a way to compute the potential of that body

analytically under the assumption of constant density. Such model offers a solution that remains

stable down to the surface, making it a popular and favorable choice for many small body missions.

Notably, this model does come with relatively high computational cost, and the constant density

assumption has been shown to be invalid in some cases as demonstrated for the asteroid Bennu

from recent OSIRIS-REx data (44).

Recently dynamicists have begun exploring alternative ways to represent the gravity fields of

these exotic bodies, relying less on analytic approximations of the system, and instead on more data-

driven models. These efforts have included the use of Gaussian processes (45), extreme learning

machines (6), and neural networks (46). These models each offer computational advantages over

some of their analytic counterparts, but they also lack the analytic niceties of past approaches.

To date, none of these models demonstrate that they satisfy important differential properties, and

relatively little work has gone into carefully validating these models. In many cases, the learned



11

solution is only tested in local regions or within the bounds of the training data. These models

can also come with large memory footprints using tens or hundreds of thousands of parameters,

and many require large quantities of training data to regress which can be difficult to acquire in

practice.

1.3 Gravity Missions

Multiple missions have been flown with the goal of refining gravity field models for the

Earth and Moon. For Earth, the first of these missions was the Challenging Minisatellite Payload

(CHAMP), launched in 2000 by GFZ Potsdam. CHAMP was intended to conduct a variety of at-

mospheric and ionospheric research in addition to better characterize Earth’s gravity and magnetic

fields over the span of five years (47). Following CHAMP, was the Gravity Recovery and Climate

Experiment (GRACE) launched in 2002 which leveraged two twin satellites and their relative dis-

tance to produce more precise measurements of the gravity field (48). Using this distance the

mission was able to recover detailed measurements of water distribution (49), glacial ice melt (25),

and contribute to state of the art knowledge on climate change (23). Following GRACE was the

Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) which used a highly sensitive

gradiometer to estimate temporal variations the gravity field (50). After GOCE and the end of

GRACE, GRACE Follow On (GRACE-FO) was launched which continued the efforts of the origi-

nal GRACE mission to acquire time varying gravity field estimates (51). Between these missions,

the Gravity Recovery and Interior Laboratory (GRAIL) was also launched in 2011 which sought

to measure the gravity field of the Moon using a similar mission concept to GRACE (52).

1.4 Goal of Thesis

This thesis presents the first comprehensive document that discusses how to design, train,

and validate physics-informed neural network gravity models (PINN-GM). Explicitly, this thesis

answers questions including: How does the design of the PINN-GM impact its performance? How

can input features be constructed maximize the parametric capacity of the model while avoiding
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numerical instability? Are there advantages to incorporating preexisting models into the system,

and if so, how can this be accomplished? What role does the quality and distribution of training

data play in the model performance? These questions, among others, are investigated through

multiple generations of development outlined in the coming chapters.

Moreover, this thesis also provides a number of new ways to characterize gravity model

performance. Rather than randomly sampling test points and computing the corresponding accel-

eration error, this thesis introduces additional measures to provide a more complete depiction of

model performance. These measures include evaluating total integration error during trajectory

propagation, testing model accuracy across a range of altitudes within and beyond the training

data, measuring model compactness as a function accuracy versus total parameters, and testing

the models with varying data distributions and quality. These metrics become useful in not only

evaluating the PINN-GM performance with respect to past models, but also provide a framework

for guiding the development of future PINN-GM generations.

Through these investigations, the PINN-GM is shown to be the first data-driven model that

learns powerful new basis functions of complex gravitational systems while enforcing differential

constraints on the learned solution. These constraints provide the PINN-GM greater modeling

accuracy and data-efficiency than their analytic and data-driven predecessors while maintaining

small memory footprints and fast runtimes. Taken together, these attributes grant the PINN-GM

wide utility for the astrodynamics community at large as shown through three case study appli-

cations. The first of these applications demonstrates how the PINN-GM’s high-accuracy and fast

evaluation speeds can improve the quality of autonomous spacecraft agents trained through re-

inforcement learning. The second application uses the differentiability of PINN-GM to discover

candidate periodic orbits around complex gravitational bodies in arbitrary element sets. The third

and final application explores how the PINN-GMs can be directly integrated into orbit determina-

tion pipelines and filters to estimate complex gravity fields in both an online and offline fashion in

less time than current approaches.

In summary, the physics-informed neural network gravity model is a novel way to construct
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high-fidelity models of the gravity fields for both large and small celestial bodies in a manner that

is free of many pitfalls of former approaches. This thesis provides an overview of the generational

improvements of this model and highlights candidate applications within the broader astrodynamics

community.



Chapter 2

Review of the Gravity Modeling Problem

2.1 Overview

There exist two families of gravity models: analytic and numerical. Analytic models take a

variety of forms, but at their core share the fact that they are derived from first principles, offering

solutions to fundamental differential equations like Laplace’s equation. In contrast, numerical

models are constructed in a data-driven manner — regressing functions capable of interpolating

between measured data. Each family of model has its own corresponding advantages and drawbacks,

and the choice of which model to use is often dictated by the application. The following chapter

details the available gravity models and their respective pros and cons.

2.2 Analytic Models

2.2.1 Spherical Harmonics

Early in the 1900s, it was proposed that spherical harmonic basis functions could be super-

imposed to produce a high-fidelity estimate of the gravitational potential (43).

U(r) =
µ

r

l∑

l=0

l∑

m=0

(
R

r

)l
Pl,m (sinϕ)

[
Cl,m cos(mλ) + Sl,m sin(mλ)

]
(2.1)

Equation (2.1) is referred to as the spherical harmonic gravity model where r is the radius to the

field point, µ is the gravitational parameter of the body, R is the circumscribing radius of the body,

l is the degree of the model, m is the order of the model, Cl,m and Sl,m are the Stokes coefficients,

λ is the longitude, ϕ is the latitude, and Pl,m are the associated Legendre polynomials (2).
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The spherical harmonic gravity model is the primary model of choice to represent the gravity

fields of large planetary bodies like the Earth (53), Moon (54), and Mars (55). One of the most

compelling advantages of the spherical harmonic gravity model is how it can compactly capture

the large gravitational perturbation of planetary oblateness. Because the Earth and these other

large bodies rotate about their axes, a centrifugal acceleration is produced which flattens the body

from a sphere into an oblate ellipsoid (56). This flattening or excess of mass near the equator is

referred to as planetary oblateness, and its presence has sizable effects on spacecraft trajectories.

It is therefore important that this perturbation is accurately captured in a gravity model. The

spherical harmonic gravity model makes this simple, needing only one harmonic in the expansion

to capture this oblateness (C2,0, or its alternative form J2 = −C2,0).

While spherical harmonics are effective at representing planetary oblateness and other global

scale perturbations, they struggle to model the remaining and more discrete gravitational perturba-

tions like mountain ranges, tectonic plate boundaries, and craters. Discontinuities are notoriously

difficult to represent using periodic basis functions, often requiring hundreds of thousands of har-

monics being superimposed to overcome the 3D equivalent of Gibbs phenomena (57). Not only must

these harmonics be superimposed, they must also be regressed, and the high-frequency signals be-

come increasingly difficult to detect due to the (R/r)l term in Equation (2.1). Taken together, these

conditions results in memory inefficient models that become challenging to keep on-board space-

craft. In addition, these high-fidelity models come with a high computational cost. High-degree

spherical harmonics models require reevaluating all of the associated Legendre polynomials at each

field point. This calculation is recursive and therefore no trivial way to parallelize these computa-

tions exist. This leads to an unavoidable O(n2) computational complexity which can severely limit

both ground-based simulation and algorithms flown on-board (58) — see Appendix E and F for

implementation details.

Beyond the computational inefficiencies, spherical harmonics also has operational limitations.

The derivation of this model requires that all mass elements exist within a sphere of fixed radius (the

Brillouin radius). If dynamicists require a potential or acceleration estimate within this sphere, the
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Figure 2.1: Compute time and final error associated with simulating a spacecraft at 600km altitude
orbiting for four hours real-time using Pines’ formulation as a function of spherical harmonic degree.

model can diverge thanks to the (R/r)l term in the expansion. While such effects are negligible for

near-spherical planets or moons, they can become problematic in small-body settings. For asteroids

or comets that exhibit highly non-spherical geometries like Eros or Itokawa, these effects can lead

to large errors in the predicted accelerations and potentially risk the safety of a spacecraft (5).

2.2.2 Ellipsoidal Harmonics

The ellipsoidal harmonic model follows a similar approach to that of spherical harmonics but

uses ellipsoidal harmonic basis functions instead (3). At a glance the potential can be represented

as

V =

∞∑

n=0

2n+1∑

p=1

αpnE
p
n(λ1)E

p
n(λ2)E

p
n(λ2) (2.2)

where αpn are constants, Epn are Lamé functions of the first kind, λi are the ellipsoidal coordinates, n

is the degree, and p are the eigenvalues. This choice allows for a tighter bounding ellipsoid about the

body than spherical harmonics, minimizing the region in which the model could potentially diverge.

Despite this, the divergence remains a possibility inside the bounding ellipsoid and the model still

suffers from the same challenges in representing discontinuity with periodic basis functions.
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2.2.3 Interior Spherical Harmonics / Bessel Models

The interior spherical harmonic model inverts the classical spherical harmonic formulation

and can model a local region whose boundary intersects only one point on the surface of the

body (59). Explicitly, rather than computing the potential by using the law of cosine and factoring

out 1/r through

U e(r, ϕ, λ) = G

∫

M

1

r

1√
1− 2(ρr ) cosS + ρ

r
2
dm (2.3)

the interior spherical harmonic model instead factors out ρ

U i(r, ϕ, λ) = G

∫

M

1

ρ

1√
1− 2( rρ) cosS + r

ρ
2
dm (2.4)

This model maintains stability down to that single point making it valuable for precise landing

operations; however, the solution becomes invalid on any other point on the surface and outside of

the corresponding local sphere. The interior spherical Bessel gravity model expands on this theme,

using bessel functions rather than spherical harmonics, and is able to achieve a wider region of

validity. However, this comes at the expense of cumbersome analytics and retains some of the

challenges of using harmonic basis functions to capture discontinuity (60).

2.2.4 Mascons

Mascon gravity models distribute a set of point mass elements within a body whose sum

can form a global representation of the gravity field (61). Unfortunately, the accelerations can

grow inaccurate at field points near the individual mascons (4). Hybrid mascon models offer a

slightly more robust alternative to the pure mascon approach by representing each mascon with

a low fidelity spherical harmonic model, but this incorporates additional complexity in regression

and remains prone to both challenges of the mascon and spherical harmonic models (62).

2.2.5 Polyhedral Model

The polyhedral gravity model provides an alternative to the spherical harmonic model in these

settings, offering a solution that maintains validity down to the surface of any body regardless of
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shape. This stability makes the polyhedral model the primary gravity model for exploration about

small-bodies such as asteroids and comets. If a shape model of the body is available (a collection

of triangular facets and vertices which captures the geometry of the object), then the associated

gravitational potential of that geometry can be computed under the assumption of constant density

through:

∇U = −Gσ
∑

e∈edges
Ee · re · Le +Gσ

∑

f∈facets
Ff · rf · ωf (2.5)

where G is the gravitational constant, σ is the density of the body, Ee is an edge dyad, re is the

position vector between the center of the edge and the field point, Le is an analog to the potential

contribution by the edge, Ff is the face normal dyad, rf is the distance between the face normal

and the field point, and ωf is an analog to the potential contribution by the face (5).

The polyhedral gravity model circumvents the numerical divergence within the Brillouin

sphere, making it an extremely popular choice for small-body operations. Multiple works use this

model to characterize the dynamical environment around small-bodies, and design corresponding

trajectories (63; 64; 65; 66). Moreover, this model remains under active development, with re-

searchers developing models which incorporate uncertainty in the shape (67) and more efficient

evaluation strategies (68). However, this model does with some disadvantages. Foremost, this

gravity model can be computationally expensive. High-resolution shape models have hundreds of

thousands of facets and vertices which must be individually looped over to compute the accelera-

tion at a single field point. When computing many accelerations or propagating trajectories, this

computational burden can lead to excessively long runtimes. While this model can take advantage

of parallelization more easily than spherical harmonics, such computational capabilities are not

available on-board spacecraft — intrinsically limiting this model to ground-based simulation.

Additionally the polyhedral gravity model assumes that researchers know a density profile

for the body in question. Most commonly the density is assumed to be constant, but literature

shows that such assumption is not necessarily valid (69; 44). In addition, the polyhedral gravity

model requires that a shape model of the body already exists. While these models can be acquired
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in-situ, the process is non-trivial and time-consuming in practice (70; 71; 72).

2.2.6 Heterogeneous Polyhedral

An alternative formulation of the polyhedral model proposes treating each facet of the shape

model as a tetrahedron connected to the center of the shape. The tetrahedra can be sliced into

multiple parts, and different densities assigned to each slice based on some candidate density dis-

tribution (73). This allows for an analytic approximation of a heterogeneous density body, but

continues to suffer from assumptions made about the candidate density distribution.

2.3 Machine Learning Models

As an alternative to the analytic models, recent efforts explore the use of machine learning to

learn representations of complex gravity fields in a data-driven manner. In principle, these machine

learning models can learn high-accuracy gravity fields without making assumptions about the body

in question, while maintaining low computational cost.

2.3.1 Neural Networks

Neural networks a series of learned, non-linear transformations that map data from an input

space to a desired output space by minimizing a prescribed loss function such as mean squared

error:

J (Θ) =
1

Nf

Nf∑

i=1

|yi − ŷ(xi|Θ)i|2 (2.6)

where yi is the true output, ŷi(xi|Θ) is predicted output by the artificial neural network given the

vector of trainable parameters Θ which includes the weights, w, and biases, b, of the network, and

Nf is the total number of points used to train the network.

Commonly these networks are constructed as a series of densely connected hidden layers with

N nodes per layer expressed as:

h
(k)
i = σ

(
w

(k−1)
ij h

(k−1)
j + bi

)
k ∈ {1, . . . , kmax} (2.7)
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where h(k) is the k-th hidden layer, i is the node in the layer, wij are the weights connecting

the hidden layers, bi are the biases attached to the nodes in the layer, and σ is the non-linear

transformation (typically sigmoid, hyperbolic tangent, or rectified linear unit). Note that h(0) = x,

and h(kmax) = ŷ.

Neural network are trained by iteratively updating the weights and biases of the model to

minimize Eq. (2.6) such that:

w∗ = argmin
w∈Θ

(J (w)); b∗ = argmin
b∈Θ

(J (b)) (2.8)

which can be solved using a gradient descent algorithm like Adam or SGD (74; 75)

Θm+1 = Θm − η∇ΘmJm(Θ), (2.9)

where η is the learning rate andm is the training iteration, and the gradient is taken using automatic

differentiation.

Neural networks demonstrate considerable potential in their ability to regress highly accurate

models of complex phenomena across a wide variety of scientific domains. Despite this much

criticism exists regarding these models, as their overparameterization can lend itself to overfitting

leading to unreliable models outside of the bounds of the original trained data. Moreover, these

models are often described as black-box regressors which are difficult to interpret or provide any

analytic guarantees. Despite their drawbacks, neural networks have been proposed as a candidate

solution to the gravity modeling problem. By training on position and acceleration data, literature

has shown that neural networks are capable of representing complex gravitational phenomena (46).

Automatic Differentiation

Automatic differentiation is method to compute the exact derivative of an algorithm with

respect to any input. This is done by constructing a computational graph and using either a forward
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or backward form of chain rule such as:

∂y

∂x
=

∂y

∂wn−1

∂wn−1

∂x

=
∂y

∂wn−1
(
∂wn−1

∂wn−2

∂wn−2

∂x
)

= . . .

where x is the input to some arbitrary algorithm, wi are the sequence of intermediate calculations

performed to produce the final output, y.

Because all algorithms are constructed from elementary functions with known derivatives, the

partials of each intermediate expressions can always be computed alongside the original calculation.

This property ensures that partial of the output y with respect to any input x can be computed

automatically. Automatic differentiation is best known for its application within deep learning,

where it commonly applied in the stochastic gradient descent algorithms used to train neural

networks (76). Specifically, Equation 2.9 is where automatic differentiation is applied. The gradient

of the prescribed loss function with respect to the weights and biases of a network can be computed

automatically and applied in the descent to move the network’s parameters in a direction that will

minimize that loss function.

2.3.2 Extreme Learning Machines

Seeing as neural networks often receive warranted criticism due to their overparameteriza-

tion, alternative models have been developed to alleviate some of these concerns. Specifically, an

alternative class of machine learning model has been proposed called Extreme Learning Machines,

or ELMs. ELMs are single layer neural networks which are fit by randomly initializing the weights

from the inputs to the hidden layer, and then solving for the weights to the output layer using a

least squares approach to minimize some quadratic cost function such as:

L(θ) =
1

N

N∑

i=0

|ŷi(xi|θ)− yi|2 (2.10)
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where ŷi(xi|θ) is the machine learning model prediction at input xi with trainable model parameters

θ (77). The ELM is advantageous over other methods because it can be trained in a single iteration

using least squares as opposed to neural networks which require many iterations of stochastic

gradient descent and backpropagation. ELMs of sufficiently large width have also been proven as

universal function approximators (78). ELMs were recently shown to successfully model the gravity

field of the asteroid Itokawa in for an landing scenario, and have demonstrated fast evaluation speeds

with relatively high accuracy (6). That said, despite the model’s simplicity, ELMs do introduce

different challenges. Namely, ELMs require taking large matrix inversions to perform the least

squares fit, intrinsically limiting the amount of data that can be used to update the model at any

given point in time.

2.3.3 Gaussian Processes

In addition to ELMs, Gaussian processes have also been proposed as candidate solutions to

the gravity modeling problem (45). Gaussian processes are fit by specifying a prior distribution over

functions, and updating that prior based on observed data. This requires the user to specify some

kernel function which provides a metric of similarity between data, and computing a covariance

matrix between all data points using that function. Once the covariance matrix is computed, it

can be inverted and used evaluate the mean and covariance of the learned function at a test point.

Using Gaussian processes for gravity modeling is advantageous because it provides a prob-

abilistic estimate of the uncertainty in the model’s prediction; however the model does not scale

well to large datasets. Specifically, the Gaussian process is characterized by a covariance matrix

built from the training data. This covariance matrix scales as O(n2) where n is the size of the

training data. This scaling makes it computationally challenging for Gaussian processes to lever-

age large quantities of data, as the size of the covariance matrix and complexity of corresponding

inversion grows rapidly with small sets of training data. As an example, in Reference (45) a Gaus-

sian process was regressed over a mere 3,600 data points resulting in a model covariance matrix

of over 12,960,000 parameters. Because this model size grows rapidly, researchers must carefully
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select which training data to leverage, as these models inevitably cannot model the entire testing

domain. Aside from this fact, the study does demonstrate that these models, once fit, can achieve

fast evaluation times and relatively high-accuracy predictions near the training data.

2.3.4 GeodesyNet

In 2021, Reference (7) proposed the use of neural density fields to learn density maps for

small bodies. This research takes inspiration from recent machine learning developments in Neural

Radiance Fields (NeRFs) which are used to construct 3D shape models from relatively sparse image

data (79). Once trained, the density predictions can be integrated numerically to produce corre-

sponding gravitational potentials and accelerations. This work demonstrated promising results –

achieving competitive acceleration accuracies and the ability to account for heterogeneous densities;

however, the models are relatively large (in excess of 90,000 parameters), the numerical integra-

tion necessary to compute accelerations is computationally expensive, and the models continue to

require large training datasets.

2.3.5 Physics-Informed Neural Networks

One of the disadvantages of traditional machine learning models is that they lack an analytic

foundation. There are not guarantees that the model intrinsically satisfies some a differential

equation or will perform accurately over the entire problem domain. When neural networks, extreme

learning machines, or GeodesyNets are trained to represent a gravity field, researchers cannot ensure

that these models are intrinsically compliant with the underlying physics like Laplace’s equation

or conservative vector field properties.

In 2019, Raissi et. al. recognized this problem and suggested that neural networks models

do not need to be agnostic of the physics which govern the function they are attempting to rep-

resent (9). Instead, Raissi argues that networks can be trained specifically to ensure that learned

representations obey underlying differential equation with the introduction of the original Physics-

Informed Neural Network (PINN). PINNs inject differential equations and boundary conditions
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into the cost function of traditional neural networks, using automatic differentiation to ensure that

these solution learned naturally satisfy these constraints.

As an example, consider the following arbitrary differential equation:

f ′′(x) + f ′(x) + f(x) = 0, (2.11)

Assume there exist measurements of x as well as the corresponding values of f(x). A traditional

neural network can use these observations as training data to learn a mapping from x→ f̂(x∥Θ) by

minimizing the cost function J(x∥Θ) = ∥f(x)− f̂(x∥Θ)∥2. The risk of training the network with

this particular loss function is that the network does not know that the mapping, f̂(x∥Θ) must

also satisfy Eq. (2.11). PINNs change this paradigm by inserting the original differential equation

into the cost function:

J(Θ) =
1

Nf




Nf∑

i=1

∥∥∥f(xi)− f̂(xi∥Θ)
∥∥∥
2
+
∥∥∥f̂ ′′(xi∥Θ) + f̂ ′(xi∥Θ) + f̂(xi∥Θ)

∥∥∥
2


 , (2.12)

where the derivatives of the network f̂(xi∥Θ) are taken with automatic differentiation. This cost

function, while similar to Eq. (2.6), not only penalizes erroneous values of f̂(x∥Θ), but also

penalizes when the learned function violates the differential form of the problem. This extra term

serves as a form of regularization in the training process which can lead to improved solutions that

conveniently also satisfy important physics properties. Much work has gone into the study and

utility of these PINNs. Recent work has shown that these models often offer advantages in data

efficiency and modeling accuracy over their traditional counterparts.



Chapter 3

Physics-Informed Neural Network Gravity Models

This thesis explores the use of the Physics-Informed Neural Network (PINN) to regress a

form of the gravitational potential. The PINN gravity model has undergone multiple generations

of development — each stage introducing additional sophistication to improve model accuracy,

robustness, and data efficiency. This chapter highlights the chronological developments of each

generation and the corresponding performance at each stage.

3.1 Generation I

Past gravity modeling efforts have demonstrated that machine learning can be used to regress

models of a gravity field (6; 45). This can be accomplished by collecting estimates of spacecraft

position, x, and acceleration, a, and using this as a training data set to fit a neural network or

extreme learning machine by minimizing the following cost function

J00(Θ) =
1

Nf

Nf∑

i=1

|ai − f(xi|Θ)|2 (3.1)

where f(x|Θ) is the learned mapping of the acceleration vector parameterized by the weights and

biases of the network Θ (i.e. f(x|Θ) = â).

These former efforts, while important contributions to the literature, are not especially sat-

isfying as they are agnostic of the physics of the system they are trying to represent. Unlike the

spherical harmonic or polyhedral gravity models, the solutions learned by the neural networks had

no knowledge that the gravitational accelerations it is representing are the byproduct of a more
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Automatic 
Di!erentiation

U
<latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit>

@U

@x
<latexit sha1_base64="CO7Fm2qOdRhU60NDe3JtFM7nBow=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiKWkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3OjJlK</latexit><latexit sha1_base64="CO7Fm2qOdRhU60NDe3JtFM7nBow=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiKWkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3OjJlK</latexit><latexit sha1_base64="CO7Fm2qOdRhU60NDe3JtFM7nBow=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiKWkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3OjJlK</latexit><latexit sha1_base64="CO7Fm2qOdRhU60NDe3JtFM7nBow=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiKWkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3OjJlK</latexit>

@U

@y
<latexit sha1_base64="7Q4qjyqW5HvSPoeV2jfP8TgK5Is=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAIrkoigl0W3LisYNpCE8pkOmmHTi7MTIQQsnLjq7hxoYhbn8Gdb+OkDaitPwx8/OecmTm/n3AmlWV9GSura+sbm7Wt+vbO7t6+eXDYlXEqCHVIzGPR97GknEXUUUxx2k8ExaHPac+fXpf13j0VksXRncoS6oV4HLGAEay0NTRP3EBgkrsJFophjpzih7NiaDaspjUTWga7ggZU6gzNT3cUkzSkkSIcSzmwrUR5eXkh4bSou6mkCSZTPKYDjREOqfTy2RoFOtPOCAWx0CdSaOb+nshxKGUW+rozxGoiF2ul+V9tkKqg5eUsSlJFIzJ/KEg5UjEqM0EjJihRPNOAiWD6r4hMsM5F6eTqOgR7ceVl6F40batp31422q0qjhocwymcgw1X0IYb6IADBB7gCV7g1Xg0no03433eumJUM0fwR8bHN9ARmUs=</latexit><latexit sha1_base64="7Q4qjyqW5HvSPoeV2jfP8TgK5Is=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAIrkoigl0W3LisYNpCE8pkOmmHTi7MTIQQsnLjq7hxoYhbn8Gdb+OkDaitPwx8/OecmTm/n3AmlWV9GSura+sbm7Wt+vbO7t6+eXDYlXEqCHVIzGPR97GknEXUUUxx2k8ExaHPac+fXpf13j0VksXRncoS6oV4HLGAEay0NTRP3EBgkrsJFophjpzih7NiaDaspjUTWga7ggZU6gzNT3cUkzSkkSIcSzmwrUR5eXkh4bSou6mkCSZTPKYDjREOqfTy2RoFOtPOCAWx0CdSaOb+nshxKGUW+rozxGoiF2ul+V9tkKqg5eUsSlJFIzJ/KEg5UjEqM0EjJihRPNOAiWD6r4hMsM5F6eTqOgR7ceVl6F40batp31422q0qjhocwymcgw1X0IYb6IADBB7gCV7g1Xg0no03433eumJUM0fwR8bHN9ARmUs=</latexit><latexit sha1_base64="7Q4qjyqW5HvSPoeV2jfP8TgK5Is=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAIrkoigl0W3LisYNpCE8pkOmmHTi7MTIQQsnLjq7hxoYhbn8Gdb+OkDaitPwx8/OecmTm/n3AmlWV9GSura+sbm7Wt+vbO7t6+eXDYlXEqCHVIzGPR97GknEXUUUxx2k8ExaHPac+fXpf13j0VksXRncoS6oV4HLGAEay0NTRP3EBgkrsJFophjpzih7NiaDaspjUTWga7ggZU6gzNT3cUkzSkkSIcSzmwrUR5eXkh4bSou6mkCSZTPKYDjREOqfTy2RoFOtPOCAWx0CdSaOb+nshxKGUW+rozxGoiF2ul+V9tkKqg5eUsSlJFIzJ/KEg5UjEqM0EjJihRPNOAiWD6r4hMsM5F6eTqOgR7ceVl6F40batp31422q0qjhocwymcgw1X0IYb6IADBB7gCV7g1Xg0no03433eumJUM0fwR8bHN9ARmUs=</latexit><latexit sha1_base64="7Q4qjyqW5HvSPoeV2jfP8TgK5Is=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAIrkoigl0W3LisYNpCE8pkOmmHTi7MTIQQsnLjq7hxoYhbn8Gdb+OkDaitPwx8/OecmTm/n3AmlWV9GSura+sbm7Wt+vbO7t6+eXDYlXEqCHVIzGPR97GknEXUUUxx2k8ExaHPac+fXpf13j0VksXRncoS6oV4HLGAEay0NTRP3EBgkrsJFophjpzih7NiaDaspjUTWga7ggZU6gzNT3cUkzSkkSIcSzmwrUR5eXkh4bSou6mkCSZTPKYDjREOqfTy2RoFOtPOCAWx0CdSaOb+nshxKGUW+rozxGoiF2ul+V9tkKqg5eUsSlJFIzJ/KEg5UjEqM0EjJihRPNOAiWD6r4hMsM5F6eTqOgR7ceVl6F40batp31422q0qjhocwymcgw1X0IYb6IADBB7gCV7g1Xg0no03433eumJUM0fwR8bHN9ARmUs=</latexit>

@U

@z
<latexit sha1_base64="NCChZrpjU+6zIacUm/MCuYXlglM=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiLUkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3RlplM</latexit><latexit sha1_base64="NCChZrpjU+6zIacUm/MCuYXlglM=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiLUkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3RlplM</latexit><latexit sha1_base64="NCChZrpjU+6zIacUm/MCuYXlglM=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiLUkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3RlplM</latexit><latexit sha1_base64="NCChZrpjU+6zIacUm/MCuYXlglM=">AAACBnicbZDLSsNAFIZP6q3WW9SlCINFcFUSEeyy4MZlBdMWmlAm00k7dHJhZiLUkJUbX8WNC0Xc+gzufBsnbUBt/WHg4z/nzMz5/YQzqSzry6isrK6tb1Q3a1vbO7t75v5BR8apINQhMY9Fz8eSchZRRzHFaS8RFIc+p11/clXUu3dUSBZHt2qaUC/Eo4gFjGClrYF57AYCk8xNsFAMc+TkP3yfD8y61bBmQstgl1CHUu2B+ekOY5KGNFKEYyn7tpUoLysuJJzmNTeVNMFkgke0rzHCIZVeNlsjR6faGaIgFvpECs3c3xMZDqWchr7uDLEay8VaYf5X66cqaHoZi5JU0YjMHwpSjlSMikzQkAlKFJ9qwEQw/VdExljnonRyNR2CvbjyMnTOG7bVsG8u6q1mGUcVjuAEzsCGS2jBNbTBAQIP8AQv8Go8Gs/Gm/E+b60Y5cwh/JHx8Q3RlplM</latexit>

<latexit sha1_base64="K4v4/AUUW0B0iY9I10PyU7h4M8U=">AAAB7nicbVDLSsNAFL3xWeur6tJNsAgupCRt7MNVwY3LCvYBbSiT6bQdOpmEmYlSQj/CjQtF3Po97vwbJ2kQXwcuHM65l3vv8UJGpbKsD2NldW19YzO3ld/e2d3bLxwcdmQQCUzaOGCB6HlIEkY5aSuqGOmFgiDfY6Trza4Sv3tHhKQBv1XzkLg+mnA6phgpLXXvhzE/txfDQtEqWSnMv8TOSBEytIaF98EowJFPuMIMSdm3rVC5MRKKYkYW+UEkSYjwDE1IX1OOfCLdOD13YZ5qZWSOA6GLKzNVv0/EyJdy7nu600dqKn97ifif14/UuO7GlIeRIhwvF40jZqrATH43R1QQrNhcE4QF1beaeIoEwkonlE9DqDScRrmuf6/Ua1UrIU7ZuajWvkLolEt2teTcOMXmZRZHDo7hBM7Ahho04Rpa0AYMM3iAJ3g2QuPReDFel60rRjZzBD9gvH0CLmGPtg==</latexit>wn,1

<latexit sha1_base64="xt9ViQq9BWAwOKFqqjUtQSm+5/o=">AAAB7nicbVDLSgMxFM34rPVVdekmWAQXUmbasQ9XBTcuK9gHtEPJpGkbmmSGJKOUoR/hxoUibv0ed/6Nmekgvg5cOJxzL/fe44eMKm3bH9bK6tr6xmZuK7+9s7u3Xzg47Kggkpi0ccAC2fORIowK0tZUM9ILJUHcZ6Trz64Sv3tHpKKBuNXzkHgcTQQdU4y0kbr3w1ic88WwULRLdgr4lzgZKYIMrWHhfTAKcMSJ0JghpfqOHWovRlJTzMgiP4gUCRGeoQnpGyoQJ8qL03MX8NQoIzgOpCmhYap+n4gRV2rOfdPJkZ6q314i/uf1Iz2uezEVYaSJwMtF44hBHcDkdziikmDN5oYgLKm5FeIpkghrk1A+DaHScBvluvm9Uq9V7YS4ZfeiWvsKoVMuOdWSe+MWm5dZHDlwDE7AGXBADTTBNWiBNsBgBh7AE3i2QuvRerFel60rVjZzBH7AevsEiY2P8g==</latexit>wn,m
<latexit sha1_base64="2ID7XWzBfogYIsMri6Hhe98smBs=">AAAB7nicbVDLSgMxFM34rPVVdekmWAQXUmbasQ9XBTcuK9gHtEPJpGkbmmSGJKOUoR/hxoUibv0ed/6Nmekgvg5cOJxzL/fe44eMKm3bH9bK6tr6xmZuK7+9s7u3Xzg47Kggkpi0ccAC2fORIowK0tZUM9ILJUHcZ6Trz64Sv3tHpKKBuNXzkHgcTQQdU4y0kbr3w9g554thoWiX7BTwL3EyUgQZWsPC+2AU4IgToTFDSvUdO9RejKSmmJFFfhApEiI8QxPSN1QgTpQXp+cu4KlRRnAcSFNCw1T9PhEjrtSc+6aTIz1Vv71E/M/rR3pc92IqwkgTgZeLxhGDOoDJ73BEJcGazQ1BWFJzK8RTJBHWJqF8GkKl4TbKdfN7pV6r2glxy+5FtfYVQqdccqol98YtNi+zOHLgGJyAM+CAGmiCa9ACbYDBDDyAJ/Bshdaj9WK9LltXrGzmCPyA9fYJLGKPtQ==</latexit>w1,m

<latexit sha1_base64="bXDpyMdwEFcRLDmV5FmJ0wK8B04=">AAAB7nicbVDJSgNBEK1xjXGLevTSGAQPEmaSMYungBePEcwCyRB6Op2kSc9Cd48ShnyEFw+KePV7vPk39kwGcXtQ8Hiviqp6bsiZVKb5Yaysrq1vbOa28ts7u3v7hYPDjgwiQWibBDwQPRdLyplP24opTnuhoNhzOe26s6vE795RIVng36p5SB0PT3w2ZgQrLXXvh7F1bi2GhaJZMlOgv8TKSBEytIaF98EoIJFHfUU4lrJvmaFyYiwUI5wu8oNI0hCTGZ7QvqY+9qh04vTcBTrVygiNA6HLVyhVv0/E2JNy7rm608NqKn97ifif14/UuO7EzA8jRX2yXDSOOFIBSn5HIyYoUXyuCSaC6VsRmWKBidIJ5dMQKg27Ua7r3yv1WtVMiF22L6q1rxA65ZJVLdk3drF5mcWRg2M4gTOwoAZNuIYWtIHADB7gCZ6N0Hg0XozXZeuKkc0cwQ8Yb5/RJ495</latexit>w1,1

Neural Network
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Figure 3.1: PINN-GM Generation I

fundamental scalar potential function. Moreover, these solutions are not aware that the gravita-

tional force is conservative, nor that the behavior at high-altitudes needs to tend towards zero.

Until recently, researchers did not have a way to include this knowledge in the construction of these

machine learning models. However, in 2019, Raissi et. al. introduced the physics-informed neural

network (PINN) which offered the first glance on how this could be accomplished (9).

As discussed in Chapter 2, PINNs are machine learning models that leverage an augmented

loss function. These loss functions not only penalize modeling inaccuracies between the predicted

and true value, as is the case in traditional machine learning, but they also penalize violations

of the underlying differential equations of the system they are attempting to model. In the case

of the gravity field modeling problem, physics implies that gravitational accelerations are really

byproducts of a more fundamental scalar potential through:

a = −∇U (3.2)

PINNs can leverage this differential equation directly within the cost function:

JA(Θ) =
1

Nf

Nf∑

i=1

∥∥∥∥ai +
AD
∇ Û(ri∥Θ)

∥∥∥∥
2

, (3.3)

where ai is the estimated acceleration at position ri, Û is the learned potential function, and
AD
∇ is

the gradient operator applied via automatic differentiation.
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Equation 3.3 is a physics-informed loss function. Rather than simply minimizing the differ-

ence between a predicted acceleration and the true acceleration, Eq. 3.3 enforces that the predicted

acceleration must be related to the gravitational potential. In this way, the neural network is not

directly representing the acceleration vector, but instead is learning the scalar potential function,

Û , and enforcing that its negative gradient matches the measured acceleration.

One of the advantages of this approach is the improved data efficiency. When training a

traditional neural network learns the acceleration vector directly, the three components of vector

are effectively treated as distinct and individual features for the network to learn. In fact, these

components are, by construction, orthogonal such that there is no observable relationship between

them. As such, a traditional neural network must learn a basis set that can solve three distinct

problems simultaneously. The PINN gravity model, in contrast, only needs to learn a scalar po-

tential function; leveraging all three of the acceleration components to regress a single feature.

As a consequence, PINNs can make more efficient use of the same amount of training data, both

decreasing training times and helping alleviate dynamicists from needing to collect large datasets.

It should be noted that additional physics-informed constraints can be added to the loss

function. For example, the cost function could also include a penalty for:

(1) Mis-modeling the potential function itself, U(r)− Û(r∥Θ) = 0

(2) Violating the boundary condition U(r) = 0 as ∥r∥ → ∞

(3) Not satisfying conservative vector field properties like ∇2Û = 0 and ∇× Û = 0.

This first generation PINN-GM, or PINN-GM-I, purposefully omits these additional physics-informed

constraints for two reasons. Optional constraint (1) is omitted because the domain of the potential

is order of magnitudes larger than the domain of the corresponding accelerations. These differing

scales pose numerical challenges for learning, and can introduce excessively large gradients during

backpropagation. Additionally, this choice reflects the more common data circumstances where a

high-fidelity potential of the body in question does not exist and therefore cannot be used.
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Constraints (2) and (3) are omitted because, in the early stages of this work, they tended

to drive the PINN solution for Û towards zero or simply slow convergence. This is attributed to

the multi-objective optimization that gradient descent algorithms struggle to accommodate (80).

Explicitly, the constraints of a conservative vector field can be satisfied if the network identifies

U = 0 as the optimal solution. This can force the network away from the non-zero solution guided

by the constraint a + ∇U = 0. In theory, these competing objectives can be better balanced

through dynamically adjusting learning rates for each of the objective costs (81). This strategy is

explored in later generations of the PINN-GM.

Finally, it is worth stressing that the presented PINN gravity model formulation does not

require a preexisting gravity model to produce training data. PINNs can be trained in-situ, relying

on estimates of accelerations either via finite differencing of relative velocities or more advanced

filtering techniques. This chapter chooses to focus primarily on the gravity modeling problem, not

the gravity estimation problem. As such, existing high-fidelity models are used as training data for

this chapter, but Chapter 6 will provide a more in-depth discussion of how PINNs can be trained

in-situ without a pre-existing gravity model.

3.1.1 Network Architecture and Hyperparameters

All networks trained in the upcoming experiments share an architecture of eight densely

connected hidden layers with N nodes per layer. The choice of eight hidden layers offered a desir-

able balance between network capacity and reasonable training times. As discussed, the networks’

training data consists of position and acceleration pairs generated from preexisting high-fidelity

gravity models. For all networks, the position data are preprocessed via a min-max transformation

fit to each component of r into the bounds of [−1, 1]. This normalization ensures that the inputs

exist in the favorable, non-linear part of the network’s activation function, as well as assist with

numerical stability during training. In addition, the acceleration data output is also normalized

via a min-max transformation. Note, that for the traditional neural networks, the min-max trans-

formation can be applied for each individual component of the acceleration vector. For PINNs,
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however, all components must be scaled simultaneously to the dimensions are physically compliant

for the learned potential function.

For PINN-GM-I, the hyperparameters that have the largest effect on performance are the

learning rate and mini-batch size. If the batch size is too small, the gradient descent algorithm can

move in directions other than the local minimum resulting in longer training times. Unfortunately

small batches are often unavoidable when the available GPU does not have sufficient VRAM to

store the entire dataset on the device. In this case, smaller and more cautious learning rates should

be used to ensure the optimizer does not quickly lead the network to a suboptimal minimum that

later becomes challenging to escape. Conversely, if a large batch size can be used, larger learning

rates are encouraged as they yield shorter training durations that are more likely to descend in the

direction of the true gradient of the cost function.

Independent of initial learning rate magnitude, it can be advantageous to slowly decrease the

learning rate towards the end of training to prevent the weights from oscillating above the cost

function’s local minimum (82). To achieve this, an exponential decay is applied to the learning

rate:

ηi =





η0 i < i0

η0 ∗ pow
(
α,− i−i0

σ

)
i ≥ i0

, (3.4)

where ηi is the learning rate at epoch i, i0 is the reference epoch after which the decay begins, σ is

the scale factor, α is the decay rate, and η0 is the initial learning rate.

An additional critical hyperparameter is the activation function. When training a PINN, it

is important that the activation function selected has a sufficiently high order of continuity. If the

activation function does not have smooth high-order derivatives, and if gradients of the network

are taken using automatic differentiation to enforce the physics constraints, the cost function will

no longer be well-behaved for gradient descent. As such, it is recommended to avoid using the

popular rectified linear unit (ReLU) or leaky ReLU and instead opt for functions with infinite

orders of continuity like hyperbolic tangent or the gaussian exponential linear unit (GELU). The

remaining default hyperparameters for the PINN-GM-I are shown in Table 3.1 and any custom
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hyperparameters are shown in Table 3.2.

Each network is trained for 100,000 epochs using the Adam optimizer in Tensorflow 2.4 1 on

a NVIDIA RTX 2060 graphics card. This training duration ensured the validation loss consistently

plateaued, indicating that learning had terminated. All network weights are initialized using the

Xavier uniform initialization scheme detailed in Reference (83).

Table 3.1: Shared hyperparameters for the traditional and physics-informed neural networks trained
in this work

Hyperparameter Value

Learning Rate, η0 0.005

Patience Epoch Start, i0 25000

LR Scheduler Decay Rate, α 0.5

Scale Factor, σ 25000

Optimizer Adam

Hyperparameter Value

Initializer Glorot Uniform

Epochs 100000

x transform MinMax

Activation GELU

Number of Layers 8

3.1.2 Spherical Harmonic Performance

Spherical harmonics are the defacto gravity model for large planetary bodies. The most

accurate spherical harmonic gravity model for the Earth is the Earth Gravitational Model 2008

(EGM-2008) which contains spherical harmonics that extend to degree and order of 2,160 — to-

talling over 4,000,000 parameters (53). While spherical harmonics are especially convenient at

representing global scale gravitational features with low degree harmonics, their initial efficiency

does not persist at higher degrees.

To demonstrate, consider the prominent gravitational features that remain after removing

the point mass, planetary oblateness, and planetary obliquity accelerations (i.e. the accelerations

produced by harmonics above degree and order 2). To view these features, a variable δa is intro-

duced:

δa(r) =
∥∥−∇USH

Truth(r)−
(
−∇USH

2 (r)
)∥∥ , (3.5)

1 https://www.tensorflow.org/
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Table 3.2: Unique hyperparameters for the traditional and physics-informed neural networks trained
in this work

Network Type Nodes Per Layer (N) Model Parameters Batch Size a Transform

Traditional 10 843 262144 MinMax
Traditional 20 3083 262144 MinMax
Traditional 40 11763 262144 MinMax
Traditional 80 45923 262144 MinMax

PINN 10 820 262144 Uniform
PINN 20 3040 262144 Uniform
PINN 40 11680 262144 Uniform
PINN 80 45760 131072 Uniform

where USH
Truth is constructed using EGM-2008 expanded to degree l = 1, 000, USH

2 is that same

model expanded to only degree and order 2, and the gradient of the potential is taken using Pines’

algorithm to avoid singularities at the poles (84). Figure 3.2 shows these perturbations computed at

the Brillouin sphere of Earth. This figure verifies that the perturbations are discontinuous features

in the crust like mountain ranges such as the Himalayas and Andes, tectonic subduction zones as

best seen in the Pacific, and hotspots scattered across the globe. These findings align with intuition

as the accelerations are directly proportional to the gradient of the potential (a = −∇U) and large

displacements in landmass generate large changes in the potential.
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Figure 3.2: Map of δa at the Earth’s Brillouin sphere
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Figure 3.3: Map of δa of the Earth at a LEO altitude (approximately 420 km)

These perturbations are especially important features to capture with a gravity model, second

only to planetary oblateness. It is therefore reasonable to question how efficiently do spherical

harmonic models represent these perturbations. Specifically, when low-degree spherical harmonic

models are used, how much error exists in these important parts of the gravity field? To investigate,

a mean root-squared error (MRSE) metric is introduced:

MRSE(A) =
1

N

Nf∑

i=1

δap(ri) ri ∈ A, (3.6)

where A is the set of positions for which the gravity field is evaluated, i.e. field points, Nf is the

total number of field points in set A, and δap is a generalization of Eq. (3.5) used to measure the

corresponding acceleration error of a low-fidelity spherical harmonic model through:

δap(ri) = ∥ − ∇USH
Truth(ri) +∇Umodel

p (ri)∥, (3.7)

where p represents the maximum number of parameters / coefficients used in the gravity field model

being evaluated.

To characterize the error of low-fidelity spherical harmonic models, the MRSE metric is ap-

plied to three datasets: A,F , and C. The A dataset includes Nf = 250, 000 field points distributed
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in a Fibonacci grid at the Brillouin sphere of Earth. The Fibonacci grid is chosen to ensure a near

isotropic distribution of data about the Brillouin sphere, thereby avoiding the clustering of data at

the poles were the set to be distributed uniformly in latitude and longitude (85). The second set,

F , is a subset of A that only includes data points within the dominant gravitational perturbations.

Specifically, F is generated by selecting the field points within A whose acceleration exceed 2 stan-

dard deviation of the mean acceleration such that F : {∥δa(ri) − δā∥ > 2σa(A)}. The third and

final set, C is the compliment of set F (C : A/F) representing the background of the gravity field.
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Figure 3.4: Plot of MRSE(A), MRSE(F), and MRSE(C) as a function of total parameters, p, in
used the spherical harmonic gravity model where p = l(l + 1)

The MRSE metric is applied to sets A,F , and C and presented in Figure 3.4 as a function

of total parameters used in the spherical harmonic representation. This figure quantifies the rela-

tionship between spherical harmonic model size and model accuracy. The blue MRSE curve for

A tells a deceptively simple story: the more parameters used in a spherical harmonic model, the

better the average accuracy across the Brillouin sphere. However, if the data is separated between

the dynamically significant features F versus the less significant features C, a much more interest-
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ing result emerges. Specifically, the error within the dominant gravitational features, F , is over

10 times greater than its background counterpart in the low-parameter regime. In fact, it takes

nearly 10,000 parameters, or a spherical harmonic model of degree 110 or larger, before that gap

in performance begins to decrease at an appreciable rate.

The discrepancy between the modeling error of A and F showcases how the spherical har-

monic representation struggles to capture perturbations in order of dynamical significance. While

the initial efficiency of representing Earth’s oblateness is undeniable, the convenience does not ex-

tend into the next most important perturbations. This is because spherical harmonics prioritize

fitting prescribed geometries onto a system in which those geometries are not naturally present.

As a consequence, the spherical harmonic model must superimpose many high-order frequencies /

harmonics before capturing these perturbations.

To a dynamicist, this implies that the next most important perturbations beyond J2 require,

at the minimum, a spherical harmonic model that exceeds degree l = 110 if they aspire to incor-

porate the dynamic effects of the Earth’s high-order perturbations into their application. In some

circumstances this may not be a problem. When a sufficiently high-fidelity model exists and the

researcher is not computationally limited, spherical harmonics will eventually converge even over

the discontinuous features. On-board spacecraft, however, computational resources may be limited

or a high-fidelity spherical harmonic model may not exist for the body in question. In these condi-

tions, operations over short time scales and near large surface features could be negatively affected

by spherical harmonics inability to efficiently represent these perturbations.

Moreover, the results shown in Figure 3.4 motivate why this research turns to learned neural

network gravity representations as an alternative to spherical harmonics. The spherical harmonics

basis is inherently limited in resolving discontinuous perturbations while retaining a compact model

size. The perturbations present on the Earth require small-wavelength harmonics which are only

present in high-degree expansions. Neural networks, in contrast, do not have prescribed basis

functions and corresponding characteristic wavelengths. There is no inherent minimum of 10,000

parameters needed to represent a specific mountain range or other discontinuity. Rather, the
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neural networks learn a convenient basis that represents the most important perturbations of the

field independent of their geometry or scale. In principle, neural network gravity models can

therefore yield more compact representations that achieve comparable, if not greater, accuracy

than traditional spherical harmonics.

3.1.3 Representational Compactness

The following experiment aims to determine if the PINN-GM-I can produce equally accurate

gravity models using fewer parameters than its spherical harmonic counterpart. For this experiment,

model parameters, p, refer to the total number of coefficients used in a spherical harmonic model

or the number of trainable weights and biases of a network model.

The experiment begins by training both traditional and physics-informed neural networks on

5,000,000 position / acceleration vector pairs which are drawn randomly from a uniform distribution

in altitude (0-420 km), latitude, and longitude. A total of eight networks are trained, each with

varying model capacity as presented in Table 3.2. Once trained, the MRSE metric (Eq. (3.6)) is

used to evaluate the performance of each network using the same Fibonacci grid data as was used

to generate Figure 3.4 — ri ∈ {A,F , C}. The Fibonacci test samples provide a entirely decoupled

dataset from the training data to ensure a fair evaluation of the network performance. The MRSE

for the networks is juxtaposed with the MRSE of the spherical harmonic model and presented in

Figure 3.5.

Figure 3.5 demonstrates that there exists a wide range in which the neural networks generate

more accurate models of the gravity field using fewer parameters compared to their spherical har-

monic counterparts. This range spans between 1, 000 to 50, 000 parameters, or between spherical

harmonic degree l = 30 and l = 225. This is best seen in the F dataset, where the PINNs can

produce models of equal accuracy using an order of magnitude fewer parameters than spherical

harmonics. Traditional neural networks, also produce more compact representations, albeit less

than the PINN model of similar size.

That said, there are conditions where the PINNs’ compactness advantage becomes less appar-
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Figure 3.5: Plot of MRSE as a function of total model parameters, p. Solid lines represent the
spherical harmonic representation. Dashed lines represent traditional neural networks. The lines
with circle markers represent the physics-informed neural networks
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ent. Specifically, note the neural networks with the smallest and largest capacities (N = {10, 80}).

These particular networks have a less pronounced compactness advantage which is assumed to be

the result of two factors. In the case of N = 10, the networks do not have a sufficiently high

modeling capacity to represent the non-linear perturbations of the gravity field. With a mere

p ≈ 1, 000 trainable parameters, these small networks do not have the parametric flexibility neces-

sary to capture the discontinuous high-order perturbations. The N = 80 case, in contrast, has such

a large network capacity that it manages to model these features quite well — so well in-fact that

the network begins to overfit to the training data and suffer when tested on new data. This can

be remedied with additional training data, or more clever model design as will be shown in later

sections.

The compactness advantage presented here suggest that the machine learning models are able

to learn a set of basis functions that are substantially more efficient at representing the high-order

perturbations of Earth’s gravity field. In the case of the traditional neural networks, these basis

functions and the intermediate non-linear transformations used to generate them can be directly

plotted as shown in Figure 3.6.

Figure 3.6 can be interpreted as follows: The top row represents the first layer in the network

— i.e the normalized cartesian position vectors inputs. Because these images are generated at

the Brillouin sphere, the x and y components of the position vectors grow small at the poles and

large at the equator, whereas the z component grows linearly from the south to north pole. The

second row represents weighted, linear combinations of the first three inputs that are then passed

through the gaussian exponential linear unit (GELU) activation function. This row corresponds

to the outputs of the first hidden layer of the network. This non-linear transformation is repeated

for each intermediate hidden layer until the 9th row of the figure (the 8th hidden layer) which

represents the learned basis functions. These penultimate functions are then combined linearly

without the GELU transformation to produce the three predicted acceleration components at the

Brillouin sphere of Earth (Figure 3.7).

Notably, as the inputs propagate deeper into the network, the corresponding outputs of the
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Low Activation High Activation

Figure 3.6: Subset of the intermediate transformations and resulting basis function of the N = 40
traditional neural network. Each row corresponds with a single layer of the network in order of
input (top) to output (bottom). The individual plots represent the normalized and dimensionless
output of a particular node’s activation function when evaluated across the Earth’s Brillouin sphere

Low Activation High ActivationLow Activation High Activation

Figure 3.7: Zoomed in final layer of Figure 3.6 representing the predicted cartesian components of
the acceleration vectors plotted at the Brillouin sphere
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(a) PINN N = 20 ⇔ p = 3, 040
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Figure 3.8: Gravity model of Earth using (a) the neural network representation and (b) the spherical
harmonic representation given approximately the same number of free parameters (p ≈ 3, 000)
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hidden layers grow increasingly complex. The earlier layers activate over broad regions across

the entire Brillouin sphere, whereas the deeper layers activate over more localized features. This

highlights how the shallower layers in networks tend to resolve high-level, abstracted feature spaces

while the deeper layers begin conforming to the specific perturbations of the body in question.

Figure 3.8 visually demonstrates the difference between modeling Earth’s discontinuous per-

turbations using low parameter spherical harmonic model and the more flexible neural network

representation. Figure 3.8a shows how the network representation is able to generate a sensi-

ble and accurate basis set capable of representing the most prominent perturbations. Conversely,

spherical harmonics prescribe oscillatory basis functions which are not amenable to modeling dis-

continuous mountain ranges and subduction zones as shown in Figure 3.8b. In fact, the spherical

harmonic basis can leave unintended wave patterns that obfuscate the important perturbations.

Figure 3.8 thereby highlights one of the important takeaways of this research: Astrodynamicsts do

not need to apply a one-size-fits-all basis to every gravity field (i.e. spherical harmonics); instead

neural network provide astrodynamicists with the choice of generating unique basis functions that

are maximally efficient for their specific gravity modeling problem.

3.1.4 Generalization

The prior experiment focused on the PINN-GM-I’s accuracy at the Brillouin sphere where

the gravitational perturbations are most prominent. While the surface of the body offers the

most complex dynamics due to the unattenuated perturbations, most spacecraft operate at higher

altitudes where dynamics tend to simplify. As shown in Figure 3.3, the perturbations tend to

decrease in magnitude and span larger spacial scales as altitude increases. This is a function of the

(R/r)l term within Eq. 2.1 which rapidly reduces the contribution of high-degree / small wavelength

harmonics at larger radii. A second experiment is proposed which investigates how well the PINN-

GM-I generalizes to these higher altitudes, as well as studies the role of the distribution of training

data on network performance.
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Uniform Distribution

The first part of this experiment trains the traditional and PINN gravity models with

5,000,000 position and acceleration pairs distributed uniformly between 0-420 kilometers. This

represents the most complete and optimistic set of training data to benchmark an upper-bound

on performance. The model performance is measured using the same latitude and longitude of

the 250,000 data Fibonacci grid detailed in Sect. 3.1.3, however the grid is evaluated at altitudes

varied between 0 to 500 km in 10 km increments. These grids maintain the same A and F sets,

simply evaluated at different altitudes which will henceforth be referred to as Am and Fm, where

m ∈ [0, 500] km. The MRSE metric is then applied to these altitude specific sets, converted into

an equivalent spherical harmonic model degree, and plotted in Figure 3.9.

Figure 3.9 demonstrates that the networks’ performance decays as a function of altitude.

On average, the networks outperform their corresponding spherical harmonic equivalent for the

first 100 km, but beyond 100 km, spherical harmonics become the more compact representation.

Across all tested altitudes, the networks remain more accurate than degree and order 25 spherical

harmonic model suggesting the networks are well-behaved within the domain of the training data

and remain a viable option for gravity field modeling up to a LEO altitude.

Non-Uniform Distributions

The second part of the experiment investigates the PINN-GM-I performance when the train-

ing data is not distributed uniformly in altitude. In more realistic mission circumstances, spacecraft

will not be able to fly close to the surface easily and samples must be collected primarily from or-

bit. To reflect these circumstances, two new datasets of 1,000,000 position / acceleration pairs are

drawn from the following exponential distribution:

E(x, x0, β) = exp

{
−∥x− x0∥

β

}
, (3.8)

where x0 is the reference altitude of 420 km, and β is the scaling parameter. The first dataset

sets β = 10 km and simulates a data distribution collected by a spacecraft that begins in a high
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Figure 3.9: MRSE of Am (top) and Fm (bottom) for the traditional (dashed) and physic-informed
(solid) neural networks converted into the equivalent spherical harmonic degree as function of
altitude. The blue histogram represents the training data distribution
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altitude orbit before gradually deorbiting. As such, the majority of the data would come from an

operational orbit regime with sparser measurements closer to the surface of the body. The second

distribution sets β = 3 km and represents a satellite in an eccentric orbit that remains at — and

collects data from — an operational orbit altitude. There may exist infrequent measurements near

the surface but virtually all of the data are collected at altitudes greater than 200 km. Note that to

prevent sampling from inside the Brillouin sphere, the distribution for both datasets is restricted

to x ∈ [0, 420] km. The results of the N = {20, 40, 80} traditional networks and PINNs are shown

in Figure 3.10.
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Figure 3.10: Training data distribution and equivalent spherical harmonic degree at varying alti-
tudes for the β = 3 and β = 10 datasets. Solid lines represent the PINNs and dashed lines represent
the traditional neural networks
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Discussion

Figures 3.9 and 3.10 demonstrate that both the traditional neural network and PINN grav-

ity models are most productive when exposed to low-altitude samples, even if infrequently. Fig-

ures 3.10b and 3.10d show that the networks struggle to predict accurate accelerations at the

Brillouin sphere given no data, but with a mere 2,000 data collected near the surface, the networks

achieve substantially better performance at lower altitudes as shown in Figures 3.10a and 3.10c.

This sensitivity to low-altitude sample highlights an intrinsic bias of the early generations of

the PINN-GM. Specifically, these neural network models are trained to minimize a cost function that

compares the squared difference between the true and predicted accelerations. This inadvertently

biases the network to accurately model low-altitude samples first, because low-altitudes are where

the accelerations vectors are the largest. At these low-altitudes, even small relative modeling

errors will contribute more to the cost function than large relative errors at high altitudes. By

consequence, the early generation PINN-GMs will always prioritize these samples, even if they are

relatively small fraction of the total training dataset.

Despite this bias, it is worth noting that the physics-informed networks consistently outper-

form their traditional networks counterparts again highlighting their greater data efficiency. There

are minor exceptions, however, in the low-altitude regime of the β = 3 distribution. In these

regimes, the networks are fully extrapolating beyond the bounds of their original training data, so

it is generally not advisable to use either the traditional or PINN gravity models.

These generalization results suggest that the PINN-GM-I is most advantageous when used

near the surface of a body. For Earth-based spacecraft operations, this is not a common operating

regime as, at these altitudes, atmospheric drag alone would produce greater dynamic uncertainty

than the high-order gravity perturbations. For bodies with very thin or non-existent atmospheres

however (e.g. the Moon or small-bodies), lower orbit altitudes are feasible and present a viable

use-case for the network representations. Later PINN-GM generations explore ways to remedy this

altitude dependence as will be shown in Chapter 3.3.
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3.1.5 Computational Speed

The last experiment for the PINN-GM-I investigates how quickly the trained network models

can be executed as compared to other popular gravity representations. The neural network gravity

models are written in Tensorflow 2.4 and executed on an NVIDIA RTX 2060 GPU and on the

Ryzen 3400G for the GPU and CPU cases respectively. Figure 3.11 shows the execution time re-

quired to evaluate the accelerations of 10,000 randomly distributed position data for gravity models

with increasing numbers of parameters. The PINN performance is compared first to the spheri-

cal harmonic representation, and then to the polyhedral gravity model. The spherical harmonics

representations are each generated from the EGM-2008 model with different truncation degrees.

The polyhedral models tested use increasingly degraded shape models of 433-Eros generated using

Blender2 . The two analytic representations are written in Python, just-in-time compiled using

Numba3 , and executed on a Ryzen 3400G CPU.
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Figure 3.11: Total evaluation time to evaluate 10,000 random data using the various gravity models

2 https://www.blender.org/
3 https://numba.pydata.org/
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Figure 3.11 demonstrates that the spherical harmonics representation is relatively efficient

to evaluate at low degree, but it also has the steepest gradient as more parameters are included in

the model. This verifies spherical harmonics O(n2) complexity. The polyhedral representation is

by far the most time consuming to evaluate — taking nearly two orders-of-magnitude longer than

that of a spherical harmonic model equipped with the same number of parameters. The neural

network representation run either on the GPU or CPU is considerably more efficient than both of

these representations — with performance that is nearly an order of magnitude more efficient than

the lowest spherical harmonic model tested (l = 10), independent to the number of parameters

by these networks. These results are encouraging both for use within simulation and on-board

spacecraft, producing high-fidelity estimates of the gravity field that can be used for trajectory

design or on-board control purposes.

3.1.6 Network Performance Applied to the Moon’s Gravity Field

The experiments presented thus far are focused specifically on the Earth, but the conclusions

on model compactness and generalization are not necessarily universal to any celestial body whose

gravity field is traditionally represented by spherical harmonics. To demonstrate this, the prior

experiments are repeated for a body with characteristically different perturbations: the Moon.

The Moon offers an interesting point of comparison to the Earth, as the gravitational per-

turbations of the Moon are substantially more frequent and of larger magnitude. The Earth’s

perturbations are typically generated by large, infrequent, and localized geologic structures (moun-

tains, tectonic plate boundaries, etc). The Moon’s perturbations, in contrast, are generated by

craters and associated mascons which cover most of its surface. As will be shown in upcoming ex-

periments, the complexity of the Moon’s gravity field makes efficient modeling of such perturbations

more challenging for the PINN-GM-I.

Figure 3.12 aims to contrast the differences between the two bodies and their gravity fields.

Qualitatively, note how much simpler the Earth’s gravity field is compared to that of the Moon.

The craters on the Moon not only form a near random-surface topology, but also they intermingle
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Figure 3.12: Contrasting gravity field and acceleration distributions of the Earth and Moon
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some of the strongest perturbations with the weakest. The Earth’s perturbations, in comparison,

are much more well-behaved. The complexity of the two fields is quantified by estimating the

Shannon entropy of the acceleration distributions shown in Figures 3.12c and 3.12d. For the Earth,

the field entropy is 4.31 nats (unit of information expressed in base e) whereas the entropy for the

Moon is 5.93 nats. This suggests that the Moon’s gravity field contains approximately five times

more information on average than that of Earth’s gravity field — a significantly more challenging

modeling task for the neural networks. These distributions are preprocessed before using them as

training data for networks, so Figures 3.12e and 3.12f show how the distributions change once having

applied the uniform min-max transformation to the acceleration vectors as detailed in Sect. 3.1.1.

After the preprocessing, the Moon’s gravity field still contains more information compared to the

Earth, albeit by only 50%. This suggests in both the raw and preprocessed form, the Moon’s

gravity field is the more challenging modeling task.

Compactness

The PINN-GM-I model accuracy is evaluated as a function of parameters and compared to

the spherical harmonic gravity model in Figure 3.13. The figure replicates the same experiment

of Sect. 3.1.3, evaluating error on just the dominate gravitational perturbations, F , as well as the

average and background data (A and C). Instead of training the networks from field points drawn

uniformly between 0-420 km altitude, the training data spans between a 0-50 km altitude. This

narrower training domain attempts to reflect the fact that spacecraft can orbit at lower altitudes

around bodies like the Moon given its very thin atmosphere. In addition, the true potential, USH
Truth

is generated using the lunar GRGM1200A gravity field model (54).

The spherical harmonic gravity model is considerably more efficient at representing the

Moon’s gravity field than that of the Earth as shown in Figure 3.14. For the Earth, nearly 10,000

spherical harmonic coefficients are required to begin converging on the feature set, F , whereas

the Moon requires mere 300 spherical harmonic coefficients. This suggests that long wavelength

harmonics play a greater role in representing the Moon’s gravitational features, which is surpris-
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Figure 3.14: Gravity model of Moon using (a) the full l = 1, 000 spherical harmonic model, (b) the
PINN representation with p = 3, 040 and (c) the low fidelity l = 55 ⇔ p = 3080 spherical harmonic
representation
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ing given the sharp discontinuous features present in the Moon’s field. The efficiency of these

low-degree harmonics is attributed to the near isotropic nature of the perturbations. Even if the

low-degree harmonics cannot efficiently reduce the error of a single discontinuous feature like a

crater, they do contribute a small amount to all of the craters covering the entire surface. This

collective contribution generates a measurable reduction in error seen within the feature set, F .

That said, the PINN-GM-I still offers a slight advantage over spherical harmonics in terms of

model compactness, producing comparable gravitational estimates using approximately 30% fewer

parameters than spherical harmonics at best. The relatively small performance gain is an interesting

result attributed to two factors: First is the aforementioned efficiency of the long-wavelengths in

the spherical harmonic representation. The analytic model is simply more effective for the Moon

than it was for the Earth, so the networks are competing with a more productive representation.

The second contribution to the performance discrepancy is the greater complexity / higher

entropy of the Moon’s gravity field. The networks are being tasked to generate a distribution

that contains more information than was present in the Earth’s gravity field — i.e. the networks

have to work harder. It remains possible that greater network performance exists, but to witness

that performance the networks would likely require additional training data, additional feature

engineering, and longer training times to compensate for this more complex problem.

Future work is required to determine if there is a more fundamental relationship between the

entropy of a gravity field and the capacity for a successful neural network gravity model. Because

environments with high gravitational entropy will generate accelerations that appear unstructured

or random, it is possible that all basis sets (learned or analytic) will struggle equally to model these

types of fields.

Generalization

Following the same procedure as presented in Sect. 3.1.4, the PINN-GM-I performance is

tested at varying altitudes to determine how these networks generalize to different orbits. The

altitudes tested vary between 0-55 km and the MRSE for each dataset of Am,Fm and Cm is shown
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in Figure 3.15.

The general performance of the PINN-GM-I for the Moon closely mimics that of the Earth

networks. Both the traditional and physics-informed neural networks tend to have greatest accuracy

at low-altitudes, again highlighting the intrinsic bias of these models to low-altitude samples. That

said, there is a less pronounced performance peak for the PINN-GMs representing the Moon than

those of the Earth. This difference attributed to the Moon’s high-entropy gravity field. The field’s

greater complexity ultimately acts as a type of regularization that helps prevent the networks from

overfitting to the training data. The perturbations are so diverse and ever-present that the networks

do not develop an overconfidence in their learned solution. Analogous effects are seen when using

small mini-batch sizes to train neural networks. These small batches can cause a noisier gradient

descent which takes longer to converge but assists the optimizer in exploring the cost landscape

and ultimately can produce more robust solutions (86). The difference here is instead of decreasing

the batch size, the complexity of the cost landscape is increased to achieve a similar effect.

In summary, the PINN-GM-I demonstrates some advantages over spherical harmonics when

representing the gravity fields of large celestial bodies like the Earth and Moon. Among the

most compelling of these advantages is the rapid executability of these models over their analytic

counterparts, as well as their smaller model sizes and memory footprints.
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Figure 3.15: MRSE of Am (top) and Fm (bottom) for the traditional (dashed) and physic-informed
(solid) neural networks converted into the equivalent spherical harmonic degree as function of
altitude for the Moon. The blue histogram represents the training data distribution
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3.2 Generation II

While the results of the PINN-GM-I provide an encouraging start for the use of PINNs to

represent gravity fields of large planetary bodies, there remain open questions regarding the capa-

bilities and limits of the PINN gravity model particularly in the context of small-body exploration.

For example, are these network representations equally robust when modeling the gravity field

of non-spherical celestial bodies? Do the networks continue to generate accurate potentials and

accelerations once inside of the Brillouin sphere? What training data conditions are necessary to

achieve a robust model, and how sensitive are these networks to noise in the training data?

In addition, little work has been done discussing how these networks can be designed and

tuned for increased performance. In Reference (87), only a single physics constraint is used in

the cost function (a = −∇U), however other constraints can be introduced. Do such constraints

assist in generalization or does the multi-objective nature of the additional constraints impede the

learning process? Does the densely connected architecture of the network preclude the ability of

the networks to learn abstract symmetries and conservation laws as suggested in Reference (81)?
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J(⇥)
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U
<latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit><latexit sha1_base64="Kd2yNkybdNWhIfKB0PbbMtRy6bs=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rEF0xbaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/nY3Nre2d3dJeef/g8Oi4cnLa1kmmGPosEYnqhlSj4BJ9w43AbqqQxqHATji5m/udJ1SaJ/LBTFMMYjqSPOKMGiu1/EGl6tbcBcg68QpShQLNQeWrP0xYFqM0TFCte56bmiCnynAmcFbuZxpTyiZ0hD1LJY1RB/ni0Bm5tMqQRImyJQ1ZqL8nchprPY1D2xlTM9ar3lz8z+tlJqoHOZdpZlCy5aIoE8QkZP41GXKFzIipJZQpbm8lbEwVZcZmU7YheKsvr5P2dc1za17rptqoF3GU4Bwu4Ao8uIUG3EMTfGCA8Ayv8OY8Oi/Ou/OxbN1wipkz+APn8weuK4zP</latexit>

<latexit sha1_base64="K4v4/AUUW0B0iY9I10PyU7h4M8U=">AAAB7nicbVDLSsNAFL3xWeur6tJNsAgupCRt7MNVwY3LCvYBbSiT6bQdOpmEmYlSQj/CjQtF3Po97vwbJ2kQXwcuHM65l3vv8UJGpbKsD2NldW19YzO3ld/e2d3bLxwcdmQQCUzaOGCB6HlIEkY5aSuqGOmFgiDfY6Trza4Sv3tHhKQBv1XzkLg+mnA6phgpLXXvhzE/txfDQtEqWSnMv8TOSBEytIaF98EowJFPuMIMSdm3rVC5MRKKYkYW+UEkSYjwDE1IX1OOfCLdOD13YZ5qZWSOA6GLKzNVv0/EyJdy7nu600dqKn97ifif14/UuO7GlIeRIhwvF40jZqrATH43R1QQrNhcE4QF1beaeIoEwkonlE9DqDScRrmuf6/Ua1UrIU7ZuajWvkLolEt2teTcOMXmZRZHDo7hBM7Ahho04Rpa0AYMM3iAJ3g2QuPReDFel60rRjZzBD9gvH0CLmGPtg==</latexit>wn,1

<latexit sha1_base64="xt9ViQq9BWAwOKFqqjUtQSm+5/o=">AAAB7nicbVDLSgMxFM34rPVVdekmWAQXUmbasQ9XBTcuK9gHtEPJpGkbmmSGJKOUoR/hxoUibv0ed/6Nmekgvg5cOJxzL/fe44eMKm3bH9bK6tr6xmZuK7+9s7u3Xzg47Kggkpi0ccAC2fORIowK0tZUM9ILJUHcZ6Trz64Sv3tHpKKBuNXzkHgcTQQdU4y0kbr3w1ic88WwULRLdgr4lzgZKYIMrWHhfTAKcMSJ0JghpfqOHWovRlJTzMgiP4gUCRGeoQnpGyoQJ8qL03MX8NQoIzgOpCmhYap+n4gRV2rOfdPJkZ6q314i/uf1Iz2uezEVYaSJwMtF44hBHcDkdziikmDN5oYgLKm5FeIpkghrk1A+DaHScBvluvm9Uq9V7YS4ZfeiWvsKoVMuOdWSe+MWm5dZHDlwDE7AGXBADTTBNWiBNsBgBh7AE3i2QuvRerFel60rVjZzBH7AevsEiY2P8g==</latexit>wn,m
<latexit sha1_base64="2ID7XWzBfogYIsMri6Hhe98smBs=">AAAB7nicbVDLSgMxFM34rPVVdekmWAQXUmbasQ9XBTcuK9gHtEPJpGkbmmSGJKOUoR/hxoUibv0ed/6Nmekgvg5cOJxzL/fe44eMKm3bH9bK6tr6xmZuK7+9s7u3Xzg47Kggkpi0ccAC2fORIowK0tZUM9ILJUHcZ6Trz64Sv3tHpKKBuNXzkHgcTQQdU4y0kbr3w9g554thoWiX7BTwL3EyUgQZWsPC+2AU4IgToTFDSvUdO9RejKSmmJFFfhApEiI8QxPSN1QgTpQXp+cu4KlRRnAcSFNCw1T9PhEjrtSc+6aTIz1Vv71E/M/rR3pc92IqwkgTgZeLxhGDOoDJ73BEJcGazQ1BWFJzK8RTJBHWJqF8GkKl4TbKdfN7pV6r2glxy+5FtfYVQqdccqol98YtNi+zOHLgGJyAM+CAGmiCa9ACbYDBDDyAJ/Bshdaj9WK9LltXrGzmCPyA9fYJLGKPtQ==</latexit>w1,m

<latexit sha1_base64="bXDpyMdwEFcRLDmV5FmJ0wK8B04=">AAAB7nicbVDJSgNBEK1xjXGLevTSGAQPEmaSMYungBePEcwCyRB6Op2kSc9Cd48ShnyEFw+KePV7vPk39kwGcXtQ8Hiviqp6bsiZVKb5Yaysrq1vbOa28ts7u3v7hYPDjgwiQWibBDwQPRdLyplP24opTnuhoNhzOe26s6vE795RIVng36p5SB0PT3w2ZgQrLXXvh7F1bi2GhaJZMlOgv8TKSBEytIaF98EoIJFHfUU4lrJvmaFyYiwUI5wu8oNI0hCTGZ7QvqY+9qh04vTcBTrVygiNA6HLVyhVv0/E2JNy7rm608NqKn97ifif14/UuO7EzA8jRX2yXDSOOFIBSn5HIyYoUXyuCSaC6VsRmWKBidIJ5dMQKg27Ua7r3yv1WtVMiF22L6q1rxA65ZJVLdk3drF5mcWRg2M4gTOwoAZNuIYWtIHADB7gCZ6N0Hg0XozXZeuKkc0cwQ8Yb5/RJ495</latexit>w1,1

<latexit sha1_base64="NojOCbpvmtpMEYs2+Kvfe7QqD/c=">AAACDnicbVDLSsNAFJ3UV62vqks3g0VwY0nb2MeuoguXFawKTSk304kdOpmEmYlQQr7Ajb/ixoUibl2782+c1CK+Dlw4nHMv997jRZwpbdvvVm5ufmFxKb9cWFldW98obm5dqDCWhHZJyEN55YGinAna1UxzehVJCoHH6aU3Ps78yxsqFQvFuZ5EtB/AtWA+I6CNNCjuuUoDGUvKk6OTNDlwBXgccDfFB9gNQI88P4F0UCzZZXsK/JdUZqSEZugMim/uMCRxQIUmHJTqVexI9xOQmhFO04IbKxqZvXBNe4YKCKjqJ9N3UrxnlCH2Q2lKaDxVv08kECg1CTzTmV2ofnuZ+J/Xi7Xf7CdMRLGmgnwu8mOOdYizbPCQSUo0nxgCRDJzKyYjkEC0SbAwDaHWclrVpvm91mzU7Yw4Veew3vgK4aJartTLzplTavdmceTRDtpF+6iCGqiNTlEHdRFBt+gePaIn6856sJ6tl8/WnDWb2UY/YL1+ANucnFU=</latexit>
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x
<latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit>

y
<latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>
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Figure 3.16: PINN-GM Generation II (1)

This section introduces the PINN-GM generation II, or PINN-GM-II, which proposes a col-

lection of new design modifications to the original PINN-GM that aim to addresses these questions.

Specifically, this section focuses on small-body gravity field modeling, exploring how the PINN-GM

can be designed to produce high-fidelity gravity field models for the asteroid 433-Eros. The model



55

design changes of the PINN-GM-II and their corresponding effect on performance are detailed

below.

3.2.1 Normalization

In many machine learning applications, the data used to train neural networks are normalized

to ensure that the weights and biases learned by the network are not of exceedingly large magnitude,

with the goal of avoiding numerical issues (88). In the first generation PINN-GM, the training data

is normalized via a min-max transform on each acceleration component such that all training data

existed between -1 and 1. While effective, this approach does not actually guarantee numerical

stability for the network output. Normalizing the position and acceleration to [-1,1] provides no

guarantees regarding the range of the potential, the actual output of the neural network. To ensure

that the numerical stability of the network output is prioritized, PINN-GM-II introduces a different

non-dimensionalization through:

x⋆ =
x− x0
xs

(3.9)

U⋆ =
U − U0

Us
(3.10)

a⋆ =
xs
Us

dU

dx
(3.11)

(3.12)

where x0 corresponds to the minimum value of all position components and xs corresponds to the

range of the position vector. U0 and Us are the minimum and range of the potential.

3.2.2 Feature Engineering

In PINN-GM-I, the networks’ inputs are position data represented in cartesian coordinates.

While this approach is not inherently problematic, the domain of each unscaled feature (x, y, z)

extends from (−∞,∞), forcing the network to accommodate a substantially wider feature space

than if represented in spherical coordinates. PINN-GM-II changes this construct by instead trans-

forming the PINN inputs into a 4D spherical coordinate set of r, s, t, and u before passing them
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through the network. These variables are defined as:

r =
√
x2 + y2 + z2

s =
x

r

t =
y

r

u =
z

r

where s, t, and u represent the tangents of angles between the field points and each of the cartesian

unit vectors x̂, ŷ, and ẑ (84).

This 4D spherical coordinate set is chosen over the more traditional 3D set (r, θ, and ϕ) for

multiple reasons. First, the values of s, t, and u naturally exist between the desirable bounds of

[−1, 1] whereas the θ and ϕ coordinates of the 3D set have discontinuity due to angle wrapping.

Second, the 4D coordinate set avoids a singularity in the gradient of the potential at the poles.

This can be seen when evaluating the 3D spherical gradient at ϕ = −90o and 90o as seen in:

∇U =
∂U

∂r
+

1

r

∂U

∂ϕ
+

1

r cosϕ

∂U

∂θ
(3.13)

This feature engineering that converts the cartesian position into the 4D spherical coordi-

nates is performed within the official Tensorflow graph as a prepended layer to the neural network

model. By integrating this transformation into the model, this means the potential can still be au-

tomatically differentiated with respect to the cartesian inputs. This construct provides the best of

both coordinate sets: a neural network that trains on a significantly reduced feature space (increas-

ing network convergence and accuracy) while maintaining the derivatives in a convenient cartesian

basis.

3.2.3 Additional PINN Constraints

In addition to modifying the input features, PINN-GM-II introduces a modified loss function

which include additional physics-informed constraints to improve modeling accuracy and robust-
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ness. Explicitly, the loss function proposed for the PINN-GM-I only penalized errors in the predicted

acceleration (as denoted by the subscript A in Eq. 3.3). While effective, this loss function fails to

account for other dynamical properties that must be observed by the gravity model. For example,

the force of gravity is a conservative force — therefore the scalar potential learned by the network

must also obey these additional physics properties:

∇2U = 0 Laplacian (L) (3.14)

∇× a = 0 Curl (C) (3.15)

These conservative vector field properties can be embedded into the original PINN loss func-

tion through:

JALC(Θ) =
1

Nf

Nf∑

i=1

∣∣∣∣ai +
AD
∇ f(xi|Θ)

∣∣∣∣
2

+

∣∣∣∣
AD
∇ 2f(xi|Θ)

∣∣∣∣
2

+

∣∣∣∣
AD
∇ ×

AD
∇ f(xi|Θ)

∣∣∣∣
2

(3.16)

In addition, if a model of the gravitational potential exists, the loss function can be extended to

penalize those modeling errors (subscript P):

JAPLC(Θ) = JALC(Θ) +
1

Nf

Nf∑

i=1

|Ui − f(xi|Θ)|2 (3.17)

These additions to the cost function should act as a form of regularization during training which

can help improve robustness, particularly in the presence of noise.

3.2.4 Modified Network Architectures

Beyond incorporating more physics constraints into the network loss function, the PINN-

GM-II also introduces an alternative network architecture. In Reference (81), it is observed that

the success of many modern machine learning models rely on embedding symmetry groups or

invariances into the network architectures (be it translational invariances in convolutional networks

or temporal invariances in recurrent neural networks). Embedding these properties into the network

architectures for physical processes can be challenging as it assumes preexisting knowledge of these

symmetry groups which may not be present. For this reason, it is common to rely only on fully

connected networks in modeling physical processes as opposed to more advanced architectures.
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(b) Transformer-Inspired Architecture

Figure 3.17: Modified Network Structure
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Reference (81) implies that this choice may not be sufficient, as there does not yet exist a

proof of the convergence of fully connected Physics-Informed Neural Networks. By consequence,

researchers can only hope that fully connected networks provide sufficient modeling capacity and

flexibility to represent the solution to the corresponding differential equation. Reference (81) sup-

plement this claim by introducing how a relatively simple change in network architecture can sig-

nificantly improve the accuracy of the learned model in a collection of archetypal PINN problems.

This work adopts the proposed architecture, by extending the fully connected network with two

encoders, which project the inputs into a high-dimensional space. In addition, the hidden states

are enhanced with residual connections from prior layers through multiplicative, element-wise in-

teractions as shown in Figure 3.17b. These modifications introduce relatively minor changes to the

memory and computational footprint of the fully connected network but offer appreciable gains in

model accuracy. This architecture change will be referred to as the Physics-Informed Transformer

(PIT) for the remainder of this section.

3.2.5 Performance

To investigate the effect of these design changes on performance, a collection of experiments

are introduced. These experiments are performed by sequentially adding the various design changes

introduced above and characterizing the model performance at each intermediate stage.

To begin, baseline metrics are established to assess how well the PINN gravity model is able

to learn the gravity field of asteroid 433-Eros from position and acceleration estimates. These

experiments are designed assuming that a pre-existing high-fidelity gravity model exists (be it

spherical harmonics, polyhedral, mascon, or other) from which perfect or noisy measurements can

be drawn and used as training data to generate the PINN representation. For these experiments,

the polyhedral representation is assumed to be ground truth and makes use of the Glaskell4

shape model. Three unique datasets are proposed to characterize the effect of data quantity and

distribution on model performance.

4 https://arcnav.psi.edu/urn:nasa:pds:gaskell.ast-eros.shape-model
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Uniform Distribution 0− 3R (r)

The first training distribution samples data uniformly from the surface of the asteroid to a

radius equal to three times the maximum radius of the asteroid, R (Figure 3.19a). This sampling

represents the best case scenario — where the network is trained on data that spans the entire

problem domain (within, at, and above the Brillouin sphere).

(a) r training distribution: Full coverage (b) r⋆ training distribution: Safe altitudes

Figure 3.18: Training Distributions Asteroid 433-Eros

Uniform Distribution 2R− 3R (r⋆)

The second training distribution reflects more realistic circumstances — where samples are

collected uniformly, but only from a range of safe altitudes above the asteroid (2-3 times the

maximum radius). Such distribution is shown in Figure 3.19b. These altitudes are generally

favorable for estimating low-degree spherical harmonic models or collect images that can be used

to resolve a shape model for use in a polyhedral gravity model.
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Hybrid Distribution 2R− 3R plus Sparse Low-Altitude Samples (r̄)

The final training distribution forms a hybrid set from the prior two distributions. The

majority of the samples are collected from the 2R−3R (r⋆) distribution, but 10% are drawn between

the surface and 2R. These sparser samples could represent two potential phenomena: active asteroid

ejecta or advance mission concepts like gravity poppers. As recently found in the OSIRIS-REx radio

science experiment, some asteroids eject particles which can be tracked using optical measurements

and their trajectories estimated to be used in gravity field recovery (89; 90). These particles greatly

enhanced the resolution of the original radio science returns of OSIRIS-REx and has consequently

motivated a new mission technology called gravity poppers (91). Gravity poppers are a technology

demonstration which deploy artificial, uncontrolled probes from a mothercraft onto the surface of

a small-body. Those probes then hop off of the surface of the asteroid, and the resulting dynamics

are used to assist in estimating the gravity field of the body.

Experimental Setup

These experiments begin by training PINN-GM-IIs with only the new normalization and fea-

ture engineering modifications applied. 5,000 training data are sampled from each of the aforemen-

tioned distributions and used to train a corresponding PINN gravity model for 7,500 epochs. This

process is then repeated with artificial error added to the acceleration measurements to generate a

more representative, noisy dataset as might be produced by an orbit determination process using

dynamic model compensation. These noisy estimates are generated by adding an error vector with

a random orientation and magnitude equal to 20% of the true acceleration vector magnitude. The

error is therefore non-gaussian where the larger the true acceleration, the larger the corresponding

error. The remaining hyperparameters used to train these networks are listed in Table 3.3.

After training each model, 20,000 test samples are selected randomly from the surface of the

body to an altitude corresponding to a 3R radius. The residuals between the true and predicted

accelerations at the test locations are plotted alongside their moving average. In addition, two
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Table 3.3: Nominal Hyperparameters

Parameter Value

Activation GELU

Batch Size 5,000

Optimizer Adam

Epochs 7,500

Parameter Value

Hidden Layers 8

Nodes Per Layer 20

Weight Initialization Glorot Normal

Learning Rate 0.002

spherical harmonic models (one of degree and order 4, the other of degree and order 8) are fit to

the same 5,000 training data using least squares regression and are tested on the same 20,000 test

samples. The spherical harmonic model residuals and average error are also plotted to serve as a

comparison point. These curves are presented over the corresponding training data distribution

histograms in Figure 3.19.

Baseline Results

In the best case scenario (r without noise), the PINN models produce accelerations with

less than 3% average error all the way down to the surface — an encouraging feat given that the

network was exposed to only 5,000 data points. When the 20% acceleration error is introduced

into the estimates, the PINN’s error also increases, but remains below an average of 10%. The

regressed spherical harmonics models, in contrast, never achieve better than 5% average error —

independent of amount of error in the estimates — and can be seen diverging as they approach

lower altitudes.

In the case of training PINNs on r⋆, the learned representations achieve < 0.1% average error

within the training domain with perfect measurements and < 3% when the measurements are noisy.

However, the PINNs do suffer from extrapolation error beyond these bounds. While this behavior

is undesirable, it is not unique to the PINN models. The regressed spherical harmonic models

also suffer from greater extrapolation error. Moreover, even within the training domain, spherical

harmonics models generate higher error than the PINNs. For both PINNs and spherical harmonics,
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(a) Training distribution r and corresponding model errors.

(b) Training distribution r⋆ and corresponding model errors.

(c) Training distribution r̄ and corresponding model errors.

Figure 3.19: Acceleration residuals, |a − â|/|a| × 100, their moving averages, and training data
distribution as a function of radius. Blue scatter plots correspond to error of the PINN trained on
perfect measurements, and green corresponds to the PINN trained on noisy measurements. Dashed
lines represent the error of the spherical harmonic models fit on the same data. The gray histogram
represents the radial distribution of the training data.
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these results suggest that generalizable models require training samples from lower altitudes if they

are to be used in close proximity to the body.

To investigate how many low altitude samples are necessary, the r̄ distribution supplements

the r⋆ distribution with 500 additional samples collected between the asteroid surface and 2R radius.

By including this relatively small set of measurements, the PINN modeling accuracy stabilizes

significantly. When no error is included within the training data, the average error of the PINN

remains < 1% for the majority of altitudes. Only at the surface of the body does the PINN model

achieve an average modeling error of 5%. When error is added to the acceleration training data, the

modeling accuracy decreases, but the total error remains below 10% for the majority of altitudes

and only reaches a maximum average modeling error of 40% when evaluated at the surface — both

sizable improvements in accuracy compared to the networks trained only on r̄. This experiment

is particularly encouraging as it implies that PINNs are quite efficient at extracting information

about the gravity field when given access to sparse low-altitude samples. Such findings align with

the findings of PINN-GM-I and provide strong evidence in favor of concepts like gravity poppers.

Given how little data is needed to achieve generalizable models, there may not be a need for many

gravity poppers or even poppers that can produce diverse trajectories.

Architecture and Loss Experiment

To evaluate how additional physics constraints and modified network architecture improve

model accuracy, another experiment is performed which trains the PINNs and PITs with different

cost functions on increasingly sparse datasets (N = {2500, 1250, 625}) comprised of position /

acceleration pairs that are sampled randomly from 0 − 3R. Once trained, the modeling error

of these PINN and PIT representations are then evaluated on separate test datasets comprised

of 20,000 randomly distributed position / acceleration pairs. The first test set contains 20,000

positions / acceleration pairs sampled outside of the Brillouin sphere and within 3R of the body

(exterior), the second test set is sampled between the surface of the asteroid and the Brillouin

sphere (interior), and finally the third set samples positions / accelerations from 20,000 randomly
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selected facets of the polyhedral shape model (surface). These three test dataset regions are shown

in Figure 3.20. Each network model is trained using only one of the cost functions (JA, JAP , JALC ,

JAPLC and a non-physics-informed cost function, denoted J00 or

J00 =
1

N

N∑

i=0

|ai − âi| (3.18)

In addition, each of the models is trained on datasets with increasing levels of error added to

the acceleration data. The erroneous acceleration estimates are generated in the same manner as

presented in Sect. 3.2.5. The percent errors tested are 0%, 10%, and 20% of the true acceleration

magnitude. Three spherical harmonic gravity models (corresponding to degree l = {4, 8, 16})

are also regressed on each training dataset using least squares and evaluated using the same test

datasets.

RR

3R3R

Exterior

Interior

Surface

Figure 3.20: Eros Data Distributions
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Figure 3.21: Acceleration residuals as a function of training distribution with JALC demonstrate
how additional physics constraints help desensitize the model to noise in the training data
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The performance of the PINNs, PITs, and spherical harmonics gravity models are plotted as

a function of amount of training data, N , and error in the training data (0%, 10%, and 20%). The

corresponding results for each test dataset (exterior, interior, and surface) are plotted in Figure 3.22,

Figure 3.23, and Figure 3.24 respectively. Note that the model errors are quantified as acceleration

percent error distributions, and they are represented as box-and-whisker plots. The box represents

the 1st and 3rd quartiles (25% to 75%) of the percent error distribution, i.e. 50% of data lies within

the box. The line within the box corresponds to the median or 2nd quartile. The lines extending

beyond the box correspond to 1.5 × IQR where IQR is the interquartile range, and the points

beyond those lines correspond with outliers. Also, Figure 3.22, Figure 3.23, and Figure 3.24 cluster

the PINN, spherical harmonics (SH), and PIT models into different color groups. As such, the rows

within each cluster of the legend correspond to the models in the figure plotted from left to right.

Figure 3.22, 3.23, and 3.24 demonstrate a number of interesting behaviors of the PINN

and PIT gravity models. First, the additional constraints of the cost function act as a form of

regularization to the regression. When there exists sufficient data (N = 2500) with little-to-no

noise, the multiple-constraint PINNs (ALC, APLC) tend to perform worse than their simpler

counterparts (00, A, AP). However, when the noise in the dataset increases, or the number of

samples decrease, the multiple-constraint networks are more robust. These networks verify that

the additional constraints minimize the risk of overfitting to noise or sparse data and are a more

trustworthy formulation in uncertain or novel environments. This can also be seen by comparing

Figures 3.19 and 3.21 and noting how the PINN ALC network trained on the noisy r̄ distribution

is functionally desensitized to the noise.

The second interesting finding from Figures 3.22, 3.23, and 3.24 is the consistent perfor-

mance improvement of the PITs over the PINNs. In both the low- and high-sample regimes, the

transformer-inspired architecture can offer as high as an order of magnitude reduction in error de-

spite being trained with the same data as best illustrated in the low-to-no noise cases of Figure 3.22

and 3.23. It is worth noting, however, that the transformers are also more prone to overfitting than

the PINNs due to their greater modeling capacity — as seen when using the simpler physics con-



68

N=625 N=1250 N=2500
0.1

1

10

100

N=625 N=1250 N=2500
0.1

1

10

100

N=625 N=1250 N=2500
0.1

1

10

100

PINN 00
PINN A
PINN ALC
PINN AP
PINN APLC

SH 16
SH 4
SH 8

PIT 00
PIT A
PIT ALC
PIT AP
PIT APLC

Data Samples

Data Samples

Data Samples

A
cc

el
er

at
io

n 
Er

ro
r [

%
]

A
cc

el
er

at
io

n 
Er

ro
r [

%
]

A
cc

el
er

at
io

n 
Er

ro
r [

%
]

Noise: 0%

Noise: 10%

Noise: 20%

Figure 3.22: Model error outside the Brillouin sphere (exterior) as a function of amount of training
data and noise added to the training data.
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Figure 3.23: Model error inside the Brillouin sphere (interior) as a function of amount of training
data and noise added to the training data.
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Figure 3.24: Model error at the surface of the asteroid (surface) as a function of amount of
training data and noise added to the training data.
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straints (00, A, AP) on the 10% and 20% noise cases in Figures 3.23 and 3.24. In the 0% noise case,

this modeling flexibility could be considered a strength as the fewer physics constraints allow the

model to converge more quickly than their more regularized variants. However, in more practical

applications like when the field is not known a priori, it is recommended to use the additional

constraints to minimize the risk of overfitting.

Finally, both the PINNs and PITs offer sizable performance gains over their spherical har-

monic predecessor not only in the interior and surface distributions for which spherical harmonics

will diverge, but also the exterior distribution where spherical harmonics has often had the analyt-

ical high-ground. This consistently worse performance of the spherical harmonic representation is

a function of the small sample size, the random distribution of these samples, and the low altitude

data — each capable of posing numerical challenges in the least squares estimate of the spherical

harmonic coefficients.

Together the PINN-GM-II demonstrates favorable performance when applied to small-body

environments. With improved feature engineering, additional loss terms, and improved network

architecture, the PINN-GM-II achieves considerably better sample efficiency than its predecessor.

Moreover, the PINN-GM-II demonstrates robustness to noisy data, and is successful at regressing

low-altitude regimes with relatively few samples.
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3.3 Generation III

The third and most recent generation of PINN gravity model (PINN-GM-III) introduces a

collection of additional design modifications to address various pain points left unaddressed by

past generations, while also increasing model accuracy and robustness. A visual depiction of these

changes are shown in dark gray in Figure 3.25 and can be juxtaposed with the previous PINN-GM-II

in Figure 3.16. All modifications are detailed in the sections below.

Model Parameters Training Data Avg. Error [%] Valid Globally

GP (45) 12,960,000 3,600 1.5% ✗

NNs (92) 1,575,936 800,000 0.35% ✗

ELMs (6) 100,000 768,000 1-10% ✗

GeodesyNet (7) 91,125 500,000 0.36% ✗

PINN-GM-III 3,048 4,096 0.20% ✓

Table 3.4: Machine Learning Gravity Model Statistics – See Appendix D

3.3.1 Preprocessing Efforts

PINN-GM-III continues on the journey to find the most productive normalization of the

PINN-GM inputs. As discussed previously, one of the most common practices is to normalize the

data such that they exist within the bounds [−1, 1] as many activation functions exhibit their great-

est non-linearity in this regime. Non-linearities are what provides neural networks their powerful

approximation capabilities, and if the inputs saturate the activation functions then the network’s

modeling capacity is reduced. In addition, normalization also improves numerical stability during

training, and decreases the risk of ill-conditioned matrix operations if the training values are too

large or small.

Traditionally, the inputs and outputs of neural networks are normalized in a manner agnostic

of one another, e.g. if the inputs are x and the outputs are y then normalization yields [xmin, xmax] →

[−1, 1] and [ymin, ymax] → [−1, 1]. In PINNs, however, the inputs and outputs may share units, and

this decoupled normalization can produce non-compliant physics. For the gravity field modeling
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<latexit sha1_base64="6ESbZ5zVLtjJ7G3kUh/Yu1xYmaE=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSxC3ZSkjX3gpiiIywr2AU0pk+m0HTqThJmJWELd+CtuXCji1r9w5984aYv4OnDhcM693HuPFzIqlWV9GAuLS8srq6m19PrG5ta2ubPbkEEkMKnjgAWi5SFJGPVJXVHFSCsUBHGPkaY3Ok/85g0Rkgb+tRqHpMPRwKd9ipHSUtfcdzlSQ4xYfDHJ3p5CV9IBR93CcdfMWDlrCviX2HOSAXPUuua72wtwxImvMENStm0rVJ0YCUUxI5O0G0kSIjxCA9LW1EecyE48/WACj7TSg/1A6PIVnKrfJ2LEpRxzT3cm98rfXiL+57Uj1S93YuqHkSI+ni3qRwyqACZxwB4VBCs21gRhQfWtEA+RQFjp0NLTEAoVp5Iv6t8L5VLRLmvi5J2Tkv0VQiOfs4s558rJVM/mcaTAATgEWWCDEqiCS1ADdYDBHXgAT+DZuDcejRfjdda6YMxn9sAPGG+fkhyWkQ==</latexit>F(x;�3)

Low Fidelity Analytic Model 
(optional)

<latexit sha1_base64="uzKZlspy/2WU/9N2LgaIGVBDUac=">AAACTXicbZBNaxsxEIa17kcS9yNOc8xF1BQcWsyus7GdQyEQKD30kEKdBLyL0WpnHWFJu0jaJEbsH+wlkFv+RS49tJRSeeOWJumA4OWdmVfMkxScaeP7117j0eMnT1dW15rPnr94ud7aeHWk81JRGNGc5+okIRo4kzAyzHA4KRQQkXA4TmYHi/7xGSjNcvnFzAuIBZlKljFKjLMmrdRGdchYTZPY+l2/rncPRDWa2E8fqs7FNn6Po0wRaiNRVlZV+C2ODFwY2yFpyhaphOOZzM8lNqCE3q6qSav9Jwc/FMFStNGyDietqyjNaSlAGsqJ1uPAL0xsiTKMcqiaUamhIHRGpjB2UhIBOrb1IRV+45wUZ7lyTxpcu/9uWCK0novETQpiTvX93sL8X29cmmwYWyaL0oCktx9lJccmxwu0OGUKqOFzJwhVDgXF9JQ4VI6DbtYQdvbCvV7f3b4zHPSDoRNhL9wdBH8hHPW6Qb8bfg7b+8MljlW0hV6jDgrQAO2jj+gQjRBFX9EN+o5+eJfeN++n9+t2tOEtdzbRnWqs/AbseLC7</latexit>

ULF (x) =
µ

r
+ (additional known terms)

<latexit sha1_base64="1DucPsrWhsHuilIq78K1hFojZQk=">AAAB6HicbVDLSsNAFL3xWeur6tJNsAiuStLGPnZFNy5bsA9oQ5lMJ+3YySTMTIQS+gVuXCji1k9y5984TYP4OnDhcM693HuPFzEqlWV9GGvrG5tb27md/O7e/sFh4ei4K8NYYNLBIQtF30OSMMpJR1HFSD8SBAUeIz1vdr30e/dESBryWzWPiBugCac+xUhpqa1GhaJVslKYf4mdkSJkaI0K78NxiOOAcIUZknJgW5FyEyQUxYws8sNYkgjhGZqQgaYcBUS6SXrowjzXytj0Q6GLKzNVv08kKJByHni6M0BqKn97S/E/bxArv+4mlEexIhyvFvkxM1VoLr82x1QQrNhcE4QF1beaeIoEwkpnk09DqDScRrmqf6/Ua1W7rolTdi5r9lcI3XLJrpactlNsXmVx5OAUzuACbKhBE26gBR3AQOABnuDZuDMejRfjddW6ZmQzJ/ADxtsnCDqNVw==</latexit>

t

Enforce Boundary 
Conditions

+

Scale 
Output

<latexit sha1_base64="KStEhO6ghD2g+WHYmhJdSq90iww=">AAAB6HicbVDJSgNBEK2JW4xb1KOXxiB4CjPJmExuAS8eEzALJEPo6fQkbXoWunuEMOQLvHhQxKuf5M2/sZMM4vag4PFeFVX1vJgzqUzzw8htbG5t7+R3C3v7B4dHxeOTrowSQWiHRDwSfQ9LyllIO4opTvuxoDjwOO15s+ul37unQrIovFXzmLoBnoTMZwQrLbXjUbFkls0V0F9iZaQEGVqj4vtwHJEkoKEiHEs5sMxYuSkWihFOF4VhImmMyQxP6EDTEAdUuunq0AW60MoY+ZHQFSq0Ur9PpDiQch54ujPAaip/e0vxP2+QKN9xUxbGiaIhWS/yE45UhJZfozETlCg+1wQTwfStiEyxwETpbAqrEKoNu1Gp6d+rTr1mOZrYFfuqbn2F0K2UrVrZbtulppPFkYczOIdLsKAOTbiBFnSAAIUHeIJn4854NF6M13VrzshmTuEHjLdP/xmNSQ==</latexit>p

<latexit sha1_base64="ej0fFr+v0LP+/YiKER2UNqBWftA=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSxC3ZQkjX3gpiiIywr2AW0pk+m0HTp5MDMRS6gbf8WNC0Xc+hfu/BsnaRBfBy4czrmXe+9xAkaFNIwPbWFxaXllNbOWXd/Y3NrWd3abwg85Jg3sM5+3HSQIox5pSCoZaQecINdhpOVMzmO/dUO4oL53LacB6blo5NEhxUgqqa/vd10kxxix6GKWvz2FXUFHLupbx309ZxSMBPAvMVOSAynqff29O/Bx6BJPYoaE6JhGIHsR4pJiRmbZbihIgPAEjUhHUQ+5RPSi5IMZPFLKAA59rsqTMFG/T0TIFWLqOqozvlf89mLxP68TymGlF1EvCCXx8HzRMGRQ+jCOAw4oJ1iyqSIIc6puhXiMOMJShZZNQihW7apVUr8XK+WSWVHEtuyTsvkVQtMqmKWCfWXnamdpHBlwAA5BHpigDGrgEtRBA2BwBx7AE3jW7rVH7UV7nbcuaOnMHvgB7e0TkJeWkA==</latexit>F(x;�2)

<latexit sha1_base64="X2HpLTKPIqu5cerXv/dg+GQFNG4=">AAAB6HicbVDJSgNBEK2JW4xb1KOXxiB4CjPJmExuAS8eEzALJEPo6XSSNj0L3T1CGPIFXjwo4tVP8ubf2JkM4vag4PFeFVX1vIgzqUzzw8htbG5t7+R3C3v7B4dHxeOTrgxjQWiHhDwUfQ9LyllAO4opTvuRoNj3OO158+uV37unQrIwuFWLiLo+ngZswghWWmrPR8WSWTZToL/EykgJMrRGxffhOCSxTwNFOJZyYJmRchMsFCOcLgvDWNIIkzme0oGmAfapdJP00CW60MoYTUKhK1AoVb9PJNiXcuF7utPHaiZ/eyvxP28Qq4njJiyIYkUDsl40iTlSIVp9jcZMUKL4QhNMBNO3IjLDAhOlsymkIVQbdqNS079XnXrNcjSxK/ZV3foKoVspW7Wy3bZLTSeLIw9ncA6XYEEdmnADLegAAQoP8ATPxp3xaLwYr+vWnJHNnMIPGG+f94WNRA==</latexit>

k

<latexit sha1_base64="b4QZF2DTRJn7o31DR9rWtvpHHCg=">AAACHnicbZDLSgMxFIYz3q23qks3wSIoQpmpYy8LoeDGlSg4KnRqyaQZG8xcSM6IJcyTuPFV3LhQRHClb2Nai3j7IfDzn3M4OV+QCq7Att+tsfGJyanpmdnC3PzC4lJxeeVUJZmkzKOJSOR5QBQTPGYecBDsPJWMRIFgZ8HV/qB+ds2k4kl8Av2UtSNyGfOQUwIm6hR3/R4B7eUd7QO7AX14mOd4D/uhJFR739Ncywu9WdlOt/K8UyzZZXso/Nc4I1NCIx11iq9+N6FZxGKggijVcuwU2ppI4FSwvOBniqWEXpFL1jI2JhFTbT08L8cbJuniMJHmxYCH6fcJTSKl+lFgOiMCPfW7Ngj/q7UyCOttzeM0AxbTz0VhJjAkeMAKd7lkFETfGEIlN3/FtEcMGTBEC0MIOw23Uama23fqtapTN8atuLs15wvCaaXsVMvusVtq1kc4ZtAaWkebyEE11EQH6Ah5iKJbdI8e0ZN1Zz1Yz9bLZ+uYNZpZRT9kvX0AvPejsA==</latexit>

ÛNN =
UNN

r(2+p)

<latexit sha1_base64="YqawQ475xNo7l8wCuPa7WkM5W0Q=">AAACI3icbVDLSsNAFJ34tr6qLt0MFqEilqTGtgqCIIgLEQWjQlvCZDptBycPZm7EEvIvbvwVNy4UcePCf3Eag/g6MHA451zu3ONFgiswzTdjZHRsfGJyarowMzs3v1BcXLpQYSwpc2goQnnlEcUED5gDHAS7iiQjvifYpXd9MPQvb5hUPAzOYRCxtk96Ae9ySkBLbnG31SeQOCnew0fl23XHTY4PU03wBi5beDMT1/OMm7SA3UJycpIOI26xZFbMDPgvsXJSQjlO3eJLqxPS2GcBUEGUalpmBO2ESOBUsLTQihWLCL0mPdbUNCA+U+0kuzHFa1rp4G4o9QsAZ+r3iYT4Sg18Tyd9An312xuK/3nNGLqNdsKDKAYW0M9F3VhgCPGwMNzhklEQA00IlVz/FdM+kYSCrrWQlbC1Y+9Ua/r2rUa9ZjU0sav2dt36KuGiWrFqFfvMLu038jqm0ApaRWVkoTraR0foFDmIojv0gJ7Qs3FvPBovxutndMTIZ5bRDxjvH1CdoeU=</latexit>

Û = H(x)ULF (x) + (1 � H(x))ÛNN(x)

<latexit sha1_base64="tju6cyqs9YmSxjxngF+8cMIbMbQ=">AAAB9HicbVDLTsJAFJ36RHyhLt00EhNXpIXKY0fixhXBxAIJNGQ6DDBhOq0zt0TS8B1uXGiMWz/GnX/jUIjxdZKbnJxzb+69x484U2BZH8ba+sbm1nZmJ7u7t39wmDs6bqkwloS6JOSh7PhYUc4EdYEBp51IUhz4nLb9ydXCb0+pVCwUtzCLqBfgkWBDRjBoyXP7SQ/oPSSNxnzez+WtgpXC/EvsFcmjFZr93HtvEJI4oAIIx0p1bSsCL8ESGOF0nu3FikaYTPCIdjUVOKDKS9Kj5+a5VgbmMJS6BJip+n0iwYFSs8DXnQGGsfrtLcT/vG4Mw6qXMBHFQAVZLhrG3ITQXCRgDpikBPhME0wk07eaZIwlJqBzyqYhlGpOrVjWv5eqlbJd1cQpOpcV+yuEVrFglwvOjZOvV1dxZNApOkMXyEYVVEfXqIlcRNAdekBP6NmYGo/Gi/G6bF0zVjMn6AeMt09XqJKy</latexit>

UNN

<latexit sha1_base64="V7h1mYSlZEgqL9xw0rcOgqBDR1I=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAiuStLGPnZFNy4r2AekoUymk3boZCbMTIQS+hluXCji1q9x5984TYP4OnDhcM693HtPEDOqtG1/WGvrG5tb24Wd4u7e/sFh6ei4p0QiMeliwYQcBEgRRjnpaqoZGcSSoChgpB/Mrpd+/55IRQW/0/OY+BGacBpSjLSRvGEoEU6dRSoXo1LZrtgZ4F/i5KQMcnRGpffhWOAkIlxjhpTyHDvWfoqkppiRRXGYKBIjPEMT4hnKUUSUn2YnL+C5UcYwFNIU1zBTv0+kKFJqHgWmM0J6qn57S/E/z0t02PRTyuNEE45Xi8KEQS3g8n84ppJgzeaGICypuRXiKTIpaJNSMQuh1nJb1br5vdZs1J2mIW7VvWw4XyH0qhWnXnFv3XL7Ko+jAE7BGbgADmiANrgBHdAFGAjwAJ7As6WtR+vFel21rln5zAn4AevtE8KCkdI=</latexit>

1

r

<latexit sha1_base64="ctocZDH9kA3eSr3uuefdldct5oU=">AAAB7nicbVBNa8JAEJ3YL2u/bHvsJVQKPUmiqcab0EuPFhoVNMhmXXVxswm7m4IEf0QvPbSUXvt7euu/6RpD6deDgcd7M8zMC2JGpbKsD6Owsbm1vVPcLe3tHxwelY9PujJKBCYejlgk+gGShFFOPEUVI/1YEBQGjPSC+fXK790TIWnE79QiJn6IppxOKEZKS73hDKnUW47KFatqZTD/EjsnFcjRGZXfh+MIJyHhCjMk5cC2YuWnSCiKGVmWhokkMcJzNCUDTTkKifTT7NyleaGVsTmJhC6uzEz9PpGiUMpFGOjOEKmZ/O2txP+8QaImrp9SHieKcLxeNEmYqSJz9bs5poJgxRaaICyovtXEMyQQVjqhUhZCveW0ag39e91tNmxXE6fmXDXtrxC6tardqDq3TqXt5nEU4QzO4RJsaEIbbqADHmCYwwM8wbMRG4/Gi/G6bi0Y+cwp/IDx9gmgDY/7</latexit>

Û

Cost Function

Inaccurate Accelerations?

Violates Laplaces Eq?

Violates Conservative Vector 
Field?

<latexit sha1_base64="yWpOPcWnQeywwJEaAPJbRIkQH3Q=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4saRp7GNX0YXLCvYBbSyT6aQdOpmEmYlQQsGNv+LGhSJu/Ql3/o2TtoivAxcO59zLvfd4EaNSWdaHsbC4tLyymlnLrm9sbm2bO7tNGcYCkwYOWSjaHpKEUU4aiipG2pEgKPAYaXmj89Rv3RIhaciv1TgiboAGnPoUI6WlnrnflQrhkSAsObuYJCddjjyGbmzYmPTMnJW3poB/SWFOcmCOes987/ZDHAeEK8yQlJ2CFSk3QUJRzMgk240lifQyNCAdTTkKiHST6Q8TeKSVPvRDoYsrOFW/TyQokHIceLozQGoof3up+J/XiZVfcRPKo1gRjmeL/JhBFcI0ENingmDFxpogLKi+FeIhEggrHVt2GkKx6lTtiv69WCmXrJQ4tnNaKn+F0LTzhVLeuXJytc48jgw4AIfgGBRAGdTAJaiDBsDgDjyAJ/Bs3BuPxovxOmtdMOYze+AHjLdPsByX4w==</latexit>

AD

�r2U

<latexit sha1_base64="Zpz/GG3KC3euMyuQCAFheGIgCSU=">AAACHnicbVDLSgMxFM3UV62vqks3wSK4sUzb6WtX0YXLCrYKnVIyaWpDM5khuSOUYb7Ejb/ixoUigiv9G9MHYtUDgcM593JyjxcKrsG2P63U0vLK6lp6PbOxubW9k93da+sgUpS1aCACdeMRzQSXrAUcBLsJFSO+J9i1Nzqb+Nd3TGkeyCsYh6zrk1vJB5wSMFIvW3Y1EDpSTMSn50nsSuIJkmAXuM80XjRPZi5uJb1szs7bU+C/pDAnOTRHs5d9d/sBjXwmgQqidadgh9CNiQJOBUsybqRZaKLILesYKolJ78bT8xJ8ZJQ+HgTKPAl4qv7ciImv9dj3zKRPYKh/exPxP68TwaDWjbkMI2CSzoIGkcAQ4ElXuM8VoyDGhhCquPkrpkOiCAXTaGZaQqnu1Is1c3upVq3YE+IUnXKl+l1Cu5gvVPLOpZNrdOZ1pNEBOkTHqICqqIEuUBO1EEX36BE9oxfrwXqyXq232WjKmu/sowVYH190sqOj</latexit>

AD

r ⇥
AD

�rU

<latexit sha1_base64="djmt0oGLh75midv++Izo9JDpqbs=">AAACDnicbVDLSsNAFJ34tr6iLt0MloKblqTGtu4UXbhUsK3QlHIzndTBySTMTIQS8gVu/BU3LhRx69qdf+P0gfg6cOFwzr3ce0+QcKa043xYM7Nz8wuLS8uFldW19Q17c6ul4lQS2iQxj+VVAIpyJmhTM83pVSIpRAGn7eDmZOS3b6lULBaXepjQbgQDwUJGQBupZ5d8pYHcSMqz49M8K/sCAg64meMy9iPQ10GYQd6zi07FGQP/Je6UFNEU5z373e/HJI2o0ISDUh3XSXQ3A6kZ4TQv+KmiidkLA9oxVEBEVTcbv5PjklH6OIylKaHxWP0+kUGk1DAKTOfoQvXbG4n/eZ1Uh41uxkSSairIZFGYcqxjPMoG95mkRPOhIUAkM7dicg0SiDYJFsYh7B96h9Wa+X2/Ua+5DUO8qndQd79CaFUrbq3iXXjFo840jiW0g3bRHnJRHR2hM3SOmoigO/SAntCzdW89Wi/W66R1xprObKMfsN4+Adk3nE8=</latexit>

AD

�rU �a

RSE

Automatic 
Di!erentiation

<latexit sha1_base64="djmt0oGLh75midv++Izo9JDpqbs=">AAACDnicbVDLSsNAFJ34tr6iLt0MloKblqTGtu4UXbhUsK3QlHIzndTBySTMTIQS8gVu/BU3LhRx69qdf+P0gfg6cOFwzr3ce0+QcKa043xYM7Nz8wuLS8uFldW19Q17c6ul4lQS2iQxj+VVAIpyJmhTM83pVSIpRAGn7eDmZOS3b6lULBaXepjQbgQDwUJGQBupZ5d8pYHcSMqz49M8K/sCAg64meMy9iPQ10GYQd6zi07FGQP/Je6UFNEU5z373e/HJI2o0ISDUh3XSXQ3A6kZ4TQv+KmiidkLA9oxVEBEVTcbv5PjklH6OIylKaHxWP0+kUGk1DAKTOfoQvXbG4n/eZ1Uh41uxkSSairIZFGYcqxjPMoG95mkRPOhIUAkM7dicg0SiDYJFsYh7B96h9Wa+X2/Ua+5DUO8qndQd79CaFUrbq3iXXjFo840jiW0g3bRHnJRHR2hM3SOmoigO/SAntCzdW89Wi/W66R1xprObKMfsN4+Adk3nE8=</latexit>

AD

�rU �a

Loss

<latexit sha1_base64="vdVM4jLX3vkGGdF5MlDBPa24SI4=">AAAB+3icbVDLSsNAFJ3UV62vWJdugkWom5K2sY9dwY24qtAXJKFMppN26OTBzEQsIb/ixoUibv0Rd/6NkzSIrwMDh3Pu5Z45TkgJF7r+oRQ2Nre2d4q7pb39g8Mj9bg84kHEEB6igAZs4kCOKfHxUBBB8SRkGHoOxWNneZX64zvMOAn8gViF2Pbg3CcuQVBIaaqWb6qWB8XCcWNrsMACJhdTtaLX9AzaX1LPSQXk6E/Vd2sWoMjDvkAUcm7W9VDYMWSCIIqTkhVxHEK0hHNsSupDD3M7zrIn2rlUZpobMPl8oWXq940YepyvPEdOpjn5by8V//PMSLgdOyZ+GAnso/UhN6KaCLS0CG1GGEaCriSBiBGZVUMLyCASsq5SVkKza3QbHfn3Zqfd0lNiNIzLVvurhFGjVm/VjFuj0jPzOorgFJyBKqiDNuiBa9AHQ4DAPXgAT+BZSZRH5UV5XY8WlHznBPyA8vYJriiUkA==</latexit>

J(⇥)

% Error

<latexit sha1_base64="vx86Xvoq3R2NOMbzNSKtElHwwTs=">AAAB/nicbVDLSsNAFJ3UV62vqLhyEyyCq5KksY+FUOzGZQXbCm0aJtNpO2TyYGYilDTgr7hxoYhbv8Odf+M0LeLrwIXDOfdy7z1uRAkXuv6h5FZW19Y38puFre2d3T11/6DDw5gh3EYhDdmtCzmmJMBtQQTFtxHD0Hcp7rpec+537zDjJAxuxDTCtg/HARkRBIWUHPWoz2PfSbwLPR0k5XTWdLzZwHTUol7SM2h/ibEkRbBEy1Hf+8MQxT4OBKKQ856hR8JOIBMEUZwW+jHHEUQeHOOepAH0MbeT7PxUO5XKUBuFTFYgtEz9PpFAn/Op78pOH4oJ/+3Nxf+8XixGNTshQRQLHKDFolFMNRFq8yy0IWEYCTqVBCJG5K0amkAGkZCJFbIQynWrblbk7+VatWLUJLFM67xqfIXQMUtGpWRdW8XG5TKOPDgGJ+AMGKAKGuAKtEAbIJCAB/AEnpV75VF5UV4XrTllOXMIfkB5+wQkMZXa</latexit>

3X

k=0

|Ck|2

<latexit sha1_base64="ixt949I8MTmuR2YSWH84KZkzSZ4=">AAACCXicbZDLSsNAFIYn9V5vVZduBosgCCWpsa070Y1LBXuBppST6aQdOpmEmYlQ0mzd+CpuXCji1jdw59s4rUW8/TDw859zOHM+P+ZMadt+t3Jz8wuLS8sr+dW19Y3NwtZ2Q0WJJLROIh7Jlg+KciZoXTPNaSuWFEKf06Y/PJ/UmzdUKhaJaz2KaSeEvmABI6BN1C1gL5BA0jHgQ+wJ8DlgbwA6rWfjzKTjrFso2iV7KvzXODNTRDNddgtvXi8iSUiFJhyUajt2rDspSM0Ip1neSxSNgQyhT9vGCgip6qTTSzK8b5IeDiJpntB4mn6fSCFUahT6pjMEPVC/a5Pwv1o70UGtkzIRJ5oK8rkoSDjWEZ5gwT0mKdF8ZAwQycxfMRmAQaMNvPwUwtGJe1KumNuPatWKUzPGLbvHVecLQqNcciol98otnp7NcCyjXbSHDpCDqugUXaBLVEcE3aJ79IierDvrwXq2Xj5bc9ZsZgf9kPX6Ac1Fmq8=</latexit>

|a + rÛ |
|a|

Automatic 
Di!erentiation

<latexit sha1_base64="PvlyUP6ZPsZb6ikH0KAv+HlRfFo=">AAACAnicbVDLSsNAFJ3UV62vqitxM1gEVyVJYx+7ii5cVrAPaGOZTCft0MkkzEyEEoIbf8WNC0Xc+hXu/BunD8TXgQuHc+7l3nu8iFGpTPPDyCwtr6yuZddzG5tb2zv53b2WDGOBSROHLBQdD0nCKCdNRRUjnUgQFHiMtL3x+dRv3xIhaciv1SQiboCGnPoUI6Wlfv6gJxXCY0FYcnaRJj2OPIZubNhM+/mCWTRngH+JtSAFsECjn3/vDUIcB4QrzJCUXcuMlJsgoShmJM31YkkivQsNSVdTjgIi3WT2QgqPtTKAfih0cQVn6veJBAVSTgJPdwZIjeRvbyr+53Vj5VfdhPIoVoTj+SI/ZlCFcJoHHFBBsGITTRAWVN8K8QgJhJVOLTcLoVRzanZZ/16qVspWVRPHdk4r1lcILbtolYvOlVOoVxdxZMEhOAInwAIVUAeXoAGaAIM78ACewLNxbzwaL8brvDVjLGb2wQ8Yb58yLZeD</latexit>

AD

r2U

Learning Rate Annealing (optional)
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Figure 3.25: PINN-GM Generation III with new modifications contained in dark gray boxes
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problem, it is therefore important to normalize the inputs and outputs in a dimensionally-informed

manner. In PINN-GM-III this is accomplished by normalizing the position and potential by the

characteristic length x⋆ equal to the planet radius R and maximum potential value in the training

data U⋆ respectively. Using these characteristic scalars, a time constant can be computed and used

in conjunction with x⋆ to non-dimensionalize the accelerations. Explicitly this manifests through:

x =
x̄

x⋆
, U =

Ū

U⋆
, a =

ā

a⋆
(3.19)

where x⋆, U⋆, and a⋆ are the non-dimensionalization constants defined as:

x⋆ = R (3.20)

U⋆ = max
i

(Ūi − ŪLF,i) (3.21)

t⋆ =

√
x⋆2

U⋆
(3.22)

a⋆ =
x⋆

t⋆2
(3.23)

where R is the maximum radius of the celestial body, Ūi is the true gravitational potential at the

training datum at xi, and ULF is any low-fidelity potential contributions already accounted for

within the PINN-GM (discussed in Section 3.3.5).

With the network inputs and outputs non-dimensionalized, one additional preprocessing

step is introduced to ensure that all inputs remain bounded. Like with PINN-GM-II, the non-

dimensionalized Cartesian position coordinates are converted into their 4D spherical coordinate

description of (r, s, t, u) where r is the radius, and s, t, and u are the sine of the angle between the

field point and each Cartesian axes defined as x/r, y/r, and z/r (84). This conversion ensures s,

t, and u remain in the numerically desirable range of [−1, 1]. The radial coordinate, however, is

not guaranteed these same conveniences. For field points that exist at infinite radii from the body,

the r coordinate can scale from [0,∞) which can pose numerical challenges to the network. To

circumvent these difficulties, two proxy values of the radius are introduced, rclip and (1/r)clip. rclip

is the radial component that is clipped for values greater than one, and (1/r)clip is the reciprocal

of r that is also clipped when its value exceeds one. This ensures that information about the radial
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coordinate are always captured, but ensure that they never exceed the bounds of [0, 1] and remain

numerically stable for learning.

3.3.2 Modified Loss Function to Account for high altitude Samples

The loss function for the original PINN-GM is a root mean squared (RMS) error metric:

LRMS(θ) =

√√√√ 1

N

N∑

i=0

∣∣∣−∇Û(xi|θ)− ai

∣∣∣
2

(3.24)

This loss function is especially common in supervised machine learning regression problems, and it

encourages models to minimize the most flagrant residuals between the true and predicted values.

For the PINN-GM, this means minimizing the difference between the differentiated network poten-

tial, ∇Û(xi|θ), and the true acceleration, ai, to satisfy the differential equation −∇U = a. Despite

its popularity, this loss function comes with unexpected disadvantages for the gravity modeling

problem as shown in earlier sections.

Specifically, gravitational accelerations produced closer to a celestial body have considerably

larger magnitudes than the accelerations produced at high altitudes. As a consequence, any small

relative errors in low-altitude predictions will appear disproportionately large compared to any

high altitude errors. Therefore gravity models trained with this cost function always prioritize low-

altitude samples over high altitude samples, even if the high altitude samples are more erroneous in

a relative sense. This was demonstrated by both the PINN-GM-I and the PINN-GM-II, for which

both models prioritized the accurate modeling of the low-altitude samples, even when the majority

of data existed at high altitudes.

To combat this design flaw, PINN-GM-III adopts a new mean percent error loss function:

L%(θ) =
1

N

N∑

i=0

| − ∇Û(xi|θ)− ai|
|ai|

(3.25)

By using a percent error loss instead, the PINN-GM-III is no longer biased by the absolute mag-

nitudes of the acceleration vectors, but instead seeks to minimize relative errors. This choice

ensures that all samples, regardless of altitude, are contributing equally to the loss function and
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are accurately modeled by the network. If a user has applications which are especially sensitive to

low-altitude accelerations — such as a landing or touch-and-go operation — Equation (3.25) can

optionally be augmented with Equation (3.24).

To illustrate how the network loss function affects model performance, a test is proposed

which trains two PINN-GMs on 5,000 position / acceleration training data pairs distributed from

0-15 Earth radii above the Earth’s surface. One PINN-GM is trained using the original RMS loss

function and the other is trained on with the percent error loss function. Once trained, each network

is evaluated on a set of 10,000 randomly distributed test points within the 0-15R domain, and their

resulting RMS and percent error values5 are reported as a function of altitude in Figure 3.26.

Figure 3.26a confirms that the networks trained with the RMS loss function disproportionally

favor low-altitude field points (0-2R) at the expense high altitude field points (5-15R) despite being

trained across the entire 0-15R domain. In contrast, the PINN-GM model trained with the percent

error loss function (Figure 3.26c) prioritizes accurate modeling at all altitudes and conveniently

produces lower RMS values for high altitude samples as shown in Figure 3.26d.

3.3.3 Improve Numerics by Learning a Proxy to the Potential

All gravitational potentials decay at high altitudes according to a power law of the form 1/rp.

As discussed, this decay poses challenges when using a RMS loss function, but it also introduces

other numerical difficulties for neural networks. Consider that the largest gravitational potential

represented by the network is non-dimensionalized to magnitude 1 from Equations (3.19) and

(3.21). For field points at a sufficiently high altitude, the neural network will need to compute

potentials which decay to values to less than or equal to machine precision (i.e. U(r → rcrit) ≤

ϵmachine). Representing these vastly different numerical scales with the same matrix operations

(neural network) is undesirable and can lead numerical instability during training and inference.

As a consequence, this instability unnecessarily caps the maximum altitude for which the model is

5 Note that the errors reported are only of acceleration contributions above a degree and order 2 spherical harmonic
model—i.e. how accurately the network is captures all remaining gravitational perturbations beyond C2,0 and C2,2.
This avoids these contributions obfuscating the modeling error of the more discontinuous features and follows the
procedure found in Section 3.1.2.
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(a) Percent Error With LRMS Function (b) RMS Error With LRMS Function

(c) Percent Error With L% Function (d) RMS Error With L% Function

Figure 3.26: Different loss function change network performance at high and low altitudes. Blue
points are the individual errors of the test data, the blue histogram is the distribution of training
data, and the gray line is the average test error within a sliding window of 100 points.
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viable.

PINN-GM-III addresses this phenomenon by learning a more numerically favorable represen-

tation of the potential that can be later transformed into the proper order of magnitude. Explicitly,

PINN-GM-III proposes learning an altitude-invariant proxy to the potential, UNN, defined as

UNN = Urp (3.26)

where U is the true non-dimensionalized potential function, r is the non-dimensionalized radius of

the field point, and p is defined through

p =





lr + 1 lr = 0 ∨ 1

lr + 2 lr ≥ 2

(3.27)

where lr is the maximum spherical harmonic degree included within the optional analytic part of

the model, ULF (Section 3.3.5).

UNN is designed to consistently span the domain of [-1,1] regardless of altitude. Unlike the

true potential, UNN has considerably lower risk of introducing numerical error and prematurely

capping accuracy of the model at high altitudes. After the network produces its prediction for

the proxy potential, it is then transformed into the true potential distribution later in the model

through

ÛNN =
UNN

rp
(3.28)

This ensures that the numerics of the network inference remain well-conditioned, while still allowing

the model to produce the correct value / order of magnitude of the potential.

Figure 3.27 visualizes the difference between the true potential and the proxy potential as

a function of altitude and Figure 3.28 shows the corresponding effect on model error. Specifically

Figure 3.27a shows 10,000 values of the Earth potential6 distributed between 0-5R (radii) from

the Earth’s surface. The perturbations are seen decaying at a rate of 1/r4 consistent with Equa-

6 Note that these values exclude contributions of a spherical harmonic model of degree and order 2 (i.e. δU =
U − ULF where ULF is a degree l = 2 spherical harmonic model).



79

(a) True potential U (b) Proxy potential, UNN

Figure 3.27: The true potential U (left) quickly decays to numerically unfavorable values whereas
versus the proxy potential UNN (right) remains numerically well-conditioned between [−1, 1].

(a) Network error without the proxy potential (b) Network error with the proxy potential

Figure 3.28: Effect of learning a potential proxy on the network inference error.

tion (3.27). In contrast, the proxy potential distribution is shown in Figure 3.27b. Note how the
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values consistently exists in the more numerically favorable domain of [−1, 1] regardless of altitude.

The utility of this scaling within the PINN-GM-III is shown with an experiment where two

PINN-GM are trained. Both models are trained with 100 samples randomly distributed from 0-

15R from the Earth’s surface. One network is trained to learn the potential directly, without the

scaling proposed in Equation (3.26) (Figure 3.28a). The other PINN-GM is trained to learn the

potential proxy which is later divided by rp to transform it into the correct order of magnitude

(Figure 3.28b). The RMS error of each model then is evaluated on 10,000 test points that span

from 0-150R.

Figure 3.28a clearly shows that PINN-GMs trained to learn the potential directly hits a

numerical barrier at approximately r = 12R. Beyond this critical altitude, the model numerics

become poorly conditioned and are unable to represent these very small values — prematurely

limiting the range of altitudes in which this model can be utilized. In contrast, when the PINN-

GM is trained to learn a proxy potential which is later scaled to the correct order of magnitude

through Equation (3.28) there is no longer a critical altitude or numerical floor that cannot be

surpassed.

3.3.4 Enforcing Boundary Conditions to Avoid Extrapolation Error

While PINNs are most commonly designed to satisfy physics through their cost function,

there are also other ways to enforce compliance through the design of the machine learning model

itself. Reference (93) notes how machine learning models can be designed to seamlessly transition

into known boundary conditions through the use of Heaviside-like functions.

The PINN-GM-III proposes the following design modification to enforce relevant boundary

constraints:

Û(r) =
(
1−H(r)

)
ÛNN(r) +H(r)UBC(r) (3.29)

where ÛNN is the predicted gravitational potential, UBC is the potential at the boundary condition,
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and H(r) is a Heaviside-inspired function defined as

H(r) =
1 + tanh(k(r − rref))

2
(3.30)

where r is the radius of the field point, rref is a reference radius, and k is a smoothing parameter

to control for a more continuous or discrete transition. Note that both rref and k can be a user-

prescribed or learned parameter.

Equation (3.30) enforces that the PINN-GMmust smoothly transition into a known boundary

condition past the reference altitude rref. In this way, the machine learning model can leverage the

modeling flexibility of the neural network to represent complex regions of the gravity field near

the body for which the boundary condition is irrelevant, but then smoothly decrease the network’s

responsibility in the limit as the model approaches the boundary.

There are multiple ways in which the boundary condition can be enforced. In the limit of

r → ∞, the potential decays to zero as discussed in Section 3.3.3. However, setting UBC = 0 and

rref = ∞ in Equation (3.29) is not practical as it demands the neural network must learn a model of

the potential for the entire domain r ∈ [0,∞). A more useful choice is to use a lower fidelity model

in the limit, where higher accuracy is not necessary. PINN-GM-III accomplishes this by taking

insights from the spherical harmonic gravity model and recognizing that high frequency components

of the gravitational potential decay to zero more quickly than the point mass contribution at high

altitudes. I.e.

UBC(r) = ULF =
µ

r
+
�����������:0n∑

l=0

l∑

m=0

µ

r

(
R

r

)l
(. . .) (3.31)

as r → ∞.

This observation implies that UBC(r) can be set to µ
r assuming r ≫ R. As such, the PINN-

GM-III sets UBC = µ
r + f(r) in Equation (3.29), where f(r) are any higher order terms in the

spherical harmonic gravity model that the user knows a priori and wishes to leave as part of the

boundary condition.

To illustrate the effect of enforcing these boundary conditions, an experiment is performed

where a PINN-GM-II and a PINN-GM-III are trained. PINN-GM-II does not contain any infor-
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Figure 3.29: Top Row: Percent error of PINN-GM inside (0-3R) and outside (3R-10R) of the
training domain. Gray vertical line is Brillouin radius. Green vertical line is maximum bounds of
training data. Bottom Row: % Error of PINN-GM in XY plane.
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mation about the boundary condition in its model design, whereas PINN-GM-III incorporates the

proposed transition captured by Equation (3.29). Each network contains eight hidden layers with

10 nodes each, and both models are trained on the same 1,000 data points spanning 0-3R about the

asteroid Eros. The average errors of both models are reported as a function of altitude from 0-10R

in Figure 3.29a, and the XY Cartesian plane cross sections are show in Figures 3.29b and 3.29c.

Figure 3.29 shows that when Equation (3.29) is not included in the model design, the PINN-

GM diverges when tested outside of the bounds of its training data. In contrast, when Equa-

tion (3.29) is included, PINN-GM-III is able to maintain low errors even at high altitudes for which

there is no training data. This stark contrast in model behavior demonstrates the advantage of

enforcing boundary conditions in the model design. PINN-GM-III is able to use the neural network

to learn a rich gravity model representation within the bounds of the training data, but as soon as

the model exits those bounds it is guaranteed to perform no worse than a point mass approxima-

tion or a low-fidelity spherical harmonic model. This is a powerful development for these machine

learning gravity models as it showcases that these models can be reliably used beyond the bounds

of their training data and will always perform as well or better than their low-fidelity counterpart.

3.3.5 Leveraging Preexisting Gravity Information into PINN-GM Solution

In addition to enforcing the boundary condition through the model design, another design

choice enabled by the PINN-GM-III is the ability to fuse an a priori gravity model with the neural

network solution. For example, most large celestial bodies exhibit planetary oblateness which is

succinctly captured with the C2,0 spherical harmonic coefficient as discussed in Chapter 2. Rather

than requiring the network to relearn this prominent and easily observable perturbation, this infor-

mation can be directly embedded into the network model. In this way, the PINN-GM-III can predict

accelerations by leveraging a low-fidelity, first-order analytic model with a network responsible for

capturing high-order perturbations through:

Û(r) =
(
1−H(r)

)(
ULF(r) + UNN(r)

)
+H(r)

(
ULF(r)

)
(3.32)
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where ULF refers to the known, low-fidelity analytic model such as ULF = µ
r + UJ2 .

Algorithm 1: PINN-GM-III algorithm

1 Collect training data (x,a) from:
(a) a pre-existing model
(b) online state estimates (94) Non-dimensionalize the training data // Sec. 3.3.1

2 Convert to spherical coordinates (rclip, 1/r, s, t, u) // Sec. 3.3.1

3 (Optional) Encode inputs into Fourier space // App. C

4 Propagate through the trained neural network Output proxy potential // Sec. 3.3.3

5 Scale proxy potential into true potential // Sec. 3.3.3

6 Enforce boundary conditions on the network potential // Sec. 3.3.4

// Autodifferentiate (AD) potential to produce acceleration â
7 if Training then
8 Add acceleration percent error to the loss // Sec. 3.3.2

9 (Optional) Compute jacobian for â via AD (Optional) Perform learning rate annealing
// App. B

10 (Optional) Add annealed ∇2Û term to the loss function Compute gradients of loss
function Update network parameters

3.4 PINN-GM-III Performance: Comparative Study

In this section, the performance of the PINN-GM-III is compared to that of its two model

predecessors, PINN-GM-I and PINN-GM-II. The models are trained in the environments of their

original papers, PINN-GM-I trained to represent the gravity field of the Earth, and PINN-GM-II

trained to represent the asteroid 433-Eros. In both cases, the models’ performance are evaluated

across various key hyperparameter configurations including the number of training data, the number

of training epochs, and the total model capacity. For the sake of legibility, PINN-GM-I, PINN-

GM-II, and PINN-GM-III will be referred to as PINN-I, PINN-II, and PINN-III respectively.

Three model capacities are compared in each experiment. The model capacity is defined

by the number of nodes per hidden layer, Nnodes = {20, 40, 80}, for which there are a total of 8

hidden layers. Each model is trained 25 times, each with a different number of training data and

training epochs drawn from Ndata =
{
210, 211, 212, 213, 214

}
and Nepochs =

{
212, 213, 214, 215, 216

}

respectively. Remaining details regarding the PINN-III’s training are found in Appendix A.
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3.4.1 Generation I Versus Generation III

The first experiment investigates the performance of the PINN-III as compared to the original

PINN-I. Each network is trained on data generated from Earth’s high-fidelity static gravity field

model: Earth Gravity Model 2008 or EGM 2008 (95). This model extends to degree and order

2,160 but this experiment is limited to degree and order 1,000 (∼1 million parameters) to ensure

the fidelity is sufficiently high to capture the high-frequency perturbations.
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Figure 3.30: Average acceleration percent error defined in Equation (3.33) of PINN-GM-I (top)
and PINN-GM-III (bottom) trained on Earth.

The training data for each network are distributed randomly from the Earth’s radius to an

approximately LEO altitude of 420 km. Once the field points are selected, their corresponding

accelerations are computed using EGM2008 and together form the training data. The remaining

hyperparameters for the PINN-III network are included in Table A.1 and the default hyperparam-

eters for PINN-I are found in Table 3.1.

The performance of each network is evaluated using a mean percent error metric computed on
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a separate test set of 50,000 randomly distributed field points within the same bounds as the training

data. Note that the percent error metric purposefully excludes the acceleration contributions from

the Earth’s point mass and planetary oblateness through:

P =
1

N

N∑

i=0

|(âi − ai,2)− (ai − ai,2)|
|ai − ai,2|

∗ 100 (3.33)

where â are the network accelerations produced via −∇U and ai,2 are the accelerations produced

by the point mass and planetary oblateness terms of the spherical harmonic gravity model. The

omission of a2 from the percent error makes it easier to assess how well the PINN-GM is capturing

the remaining high-order perturbations like mountain ranges and tectonic plates.

Figure 3.30 shows that there is a considerable increase in performance between PINN-I and

PINN-III. For the low capacity cases, where the number of nodes per layer is 20 (model size of

≈3,000 parameters), PINN-I consistently produces low-accuracy predictions (≥ 35% error). In

the low-data cases, some PINN-I even diverge. In contrast, PINN-III consistently converges to a

solution with errors less than 30% even in the low-data cases. Similar findings manifest for the

higher capacity cases of N = {40, 80}, with PINN-III consistently outperforming its predecessor

across all data sizes and training durations.

Notably, these results not only imply that the PINN-III is able to achieve considerably lower

error than PINN-I, but also that it can be achieved with less data, less training time, and smaller

models. Consider the fact that the 20 node PINN-III model trained with Ndata = 1024 and

Nepochs = 4096 (Figure 3.30d smallest sample, fewest epochs) has a near identical error to the 80

node PINN-I model with Ndata = 32, 768 and Nepochs = 8192 (Figure 3.30a most samples, second

fewest epochs). This suggests that a PINN-III that is 94% smaller, trained with 97%

less training data, and for 50% fewer epochs is able to achieve the same accuracy as

PINN-I.

One additional noteworthy result from Figure 3.30 is that high capacity PINN-III models

can experience overfitting. When there is insufficient data (Ndata = 1024), the error begins to

increase for the longer training durations as best exhibited in Figures 3.30e and 3.30f. While the



87

overfitting of PINN-III remains less problematic than what is seen with the PINN-I, this can be

trivially remedied by adding a small amount of dropout to each layer, incorporating the Laplacian

and curl physics constraints into the cost function, or simply by adding more training data. The

dropout and additional constraints are purposefully not included in this experiment as they act as

regularizing terms which can obfuscate the maximum performance of these networks in the low-data

conditions.
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Figure 3.31: Average acceleration percent error of PINN-II (top) and PINN-III (bottom) trained
on Eros.
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3.4.2 Generation II versus Generation III

The second experiment investigates the improvements of the PINN-III over its more recent

predecessor PINN-II. In this experiment, the testing environment transitions to the asteroid 433-

Eros for which the PINN-II was originally developed. Rather than using a spherical harmonic

gravity model, the truth accelerations are computed using a polyhedral model based on a low-

resolution shape model of Eros comprised of approximately 11,000 total facets and vertices. The

training data are distributed uniformly between the surface of the asteroid and a maximum radius

equal to three radii from the center of mass.

Figure 3.31 illustrates the acceleration error of PINN-II and PINN-III. Note that the percent

error reported is of the full acceleration vector (|â − a|/|a|) rather than with the point mass and

oblateness terms removed. While PINN-II is more robust than PINN-I, converging to a reasonable

solution in all cases tested, PINN-III continues to outperform it. While both PINN-II and III

maintain an error of < 1.5%, PINN-III consistently remains below < 0.5% improving performance

by a factor of 3. PINN-III is also able to achieve better performance with less data, training time,

and smaller model sizes. The smallest models of PINN-III produced errors comparable to the

majority of hyperparameters tested with the 80 node PINN-IIs.

3.5 PINN-GM-III Performance: Heterogeneous Density Asteroid

One challenge modeling gravity fields of small-bodies is the uncertainty surrounding the

asteroid’s or comet’s internal density distribution. Recent work has shown that the constant density

assumption often employed by the polyhedral gravity model is not always valid (44). Some asteroids

may contain over and under dense regions within their interior, or may have been formed by two

asteroids merging together, each with different densities. Unfortunately the internal structure of

these small bodies is extremely difficult to measure, as it requires directly probing the interior

of the object. As a less intrusive alternative, dynamicists currently make informed assumptions

about these distributions based on the asteroid’s gravity field and shape and compare the measured
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spherical harmonic coefficients against those that would be generated by their assumed profile (73).

At best, this process leaves researchers with heuristic assessments of the body’s density profile

which can be used in heterogeneous forms of the polyhedral model (73). However, it remains

common practice to simply proceed with a constant density assumption. This section explores the

ramifications of this choice and highlights how the PINN-GM can bypass many of the consequences

of this practice.

(a) Induced heterogeneity

(b) Gravity (assumed constant density) (c) Gravity (with heterogeneity)

Figure 3.32: Asteroid with a mass heterogeneity (top) and the corresponding surface gravity field
when constant density is assumed versus the true field (bottom left vs. bottom right respectively).

For this experiment, a small mass heterogeneity is introduced to the asteroid 433-Eros. In

one hemisphere, a mass element is added to the interior of the body, and in the other hemisphere,

a mass element is removed. Each mass element contains 10% of the total mass of the asteroid,
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Figure 3.33: Constant density polyhedral acceleration error reported as µ± σ (max).

2 4 6 8 10

Acceleration Percent Error

0.085±0.28 (5.9)

Figure 3.34: PINN-GM-III acceleration error reported as µ± σ (max).

and they are symmetrically displaced along the x-axis by 0.33R (see Figure 3.32a). This choice is

meant to emulate a scenario where an two asteroids with different densities may have merged into

one. The choice to make each mass element 10% of the total mass is motivated based on literature

with similar candidate density distributions (96).

This small heterogeneity can have large implications for the asteroid’s gravity field. Fig-

ure 3.32b depicts the field under the assumption of constant density, whereas Figure 3.32c shows

the true, heterogeneous density gravity field. From these figures, it is apparent that the constant

density assumption can lead to vastly different gravitational signatures and, by association, space-
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craft trajectories.

(a) Constant σ polyhedral model error (b) PINN-GM-III error

Figure 3.35: Surface error of the constant density polyhedral gravity model and PINN-GM-III.

Figure 3.33 illustrates the acceleration error of a constant density polyhedral model on the

XY, XZ, and YZ planes out to 3R and reports the average, standard deviation, and maximum

acceleration error. The constant density assumption becomes increasingly invalid near the surface,

producing maximum errors in excess of 100%. Errors of these magnitudes introduced considerable

risk for missions that aspire to land or operate in close proximity to the asteroid.

As an alternative, a PINN-GM-III is trained to represent gravity field of the heterogeneous

density asteroid. Explicitly, the training data for the PINN-GM is the superset of two datasets:

the first dataset contains data exclusively sampled on the perimeter of the shape model where each

data point’s position corresponds with one facet of the polyhedral shape model (200,700 facets).

The second dataset is one million data points spanning from the surface of the asteroid out to 10

radii. While experiments in Section 3.4.2 studied data-sparse performance of the PINN-GM-III,

this experiment purposefully studies performance in a data rich environment, when ample training
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samples exists.

Figure 3.36: Propagation speed and error of the constant density polyhedral model and PINN-GM-
III.

The performance of the trained PINN-GM is visualized in Figures 3.34 and 3.35. The average

and maximum error of the PINN-GM is nearly two orders of magnitude lower than the constant

density polyhedral model at both high altitudes and at the surface. Note that the PINN-GM-III

only contains approximately 3,000 parameters in contrast to the polyhedral model, which includes

over 200,000 facets and 100,000 vertices. These results demonstrate that the PINN-GM-III is able

to achieve an order of magnitude reduction in error using two orders of magnitude fewer parameters

in the model.

Not only is the PINN-GM-III more accurate and compact, it is also more computationally

efficient. This is demonstrated in Figure 3.36 in which a set of initial conditions is propagated

once using the constant density polyhedral model, and once with the trained PINN-GM-III. The

figure shows that propagating the spacecraft for one simulated day requires approximately 30

minutes in real time, whereas the PINN-GM-III requires a mere three seconds — a 600x speedup.

Moreover, Figure 3.36 also highlights the risk of making the constant density assumption when

orbiting exotically shaped small bodies. After one day of propagating the state under a constant

density polyhedral gravity model, the trajectory evolves to have position errors norms in excess of
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20 km from the true trajectory. The PINN-GM, in contrast, makes no assumptions and produces

errors norms of < 0.1km.



Chapter 4

Application I: Reinforcement Learning

Reinforcement learning is framework used to train decision making agents to perform some

complex behavior. This can manifest as teaching cars how to drive themselves (97), building

recommender systems that suggest which netflix show to watch next (98), or even training chess

bots how to outperform international grandmasters (99). At it’s core, reinforcement learning is

performed by having an agent repeatedly take actions within some environment and receive a

reward signal indicating if the action was good or bad. For example, if a chess bot performs

a move which puts their opponent in check, that would receive a positive reward. In contrast,

if the bot performs a move that jeopardizes their own king’s safety, that would receive negative

reward. By continuously trying different moves and estimating the associated long-term reward,

the reinforcement learning agent builds an history of experiences from which it can learn more

sophisticated and desirable behavior.

Reinforcement learning is extremely general, and there exist a wide range of possible applica-

tions which has garnered the attention of many scientific and engineering communities (100; 101).

In many cases, these communities aspire to train agents to learn more complex behaviors or solu-

tions that outperform current state-of-the-art methods. The field of astrodynamics is no exception.

In the past few years, multiple researchers have begun to explore how reinforcement learning can

be used to produce more flexible and robust autonomous spacecraft for deep space exploration.

These efforts include investigating how spacecraft can design more robust guidance algorithms

capable of handling environmental uncertainty (102; 103), identifying candidate transfers trajecto-
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ries (104; 105), or even building operational schedules (106; 107).

One of the key challenges of reinforcement learning is how much time it can take to train an

agent. These agents need to learn through repeated trial and error, requiring many interactions

with the environment before they can begin to learn desirable behavior. Oftentimes it is too time-

consuming or too risky to conduct these trials in the real world. In the case of self-driving vehicles,

untrained agents cannot be simply be deployed on the street, as they would risk the safety of other

vehicles and pedestrians. To bypass these challenges, agents are typically trained within simulated,

digital environments. These simulations often allow the agents to be trained in faster-than-real

time, though this can come at the cost of real world fidelity. This tradeoff manifests as something

referred to as the sim-to-real gap: the inevitable mis-modeling of reality through simulation, where

the environmental conditions of real life cannot be perfectly captured (108).

While the sim-to-real gap exists for all simulated environments, it is often most apparent when

the environment is too expensive to model and therefore must be approximated. Consequently,

reinforcement learning practitioners are forced to trade fidelity for speed. This begs the question:

are low-fidelity approximations of the system sufficient for the agent to learn proper behavior, or

do these approximations risk the agent learning erroneous behavior that can jeopardize its safety?

Safety and reliability are major concerns for many problems, though this is especially true

for autonomous spacecraft. Many of these missions cost hundreds-of-millions of dollars, and if the

spacecraft behaves in an unsafe manner, there are not simple opportunities for repair and recovery.

Consequently, there is justifiable caution around using reinforcement learning agents on-board

spacecraft. To mitigate potential scrutiny, it becomes the responsibility of researchers to ensure

that their autonomous spacecraft agents are trained in simulated environments that are as close to

ground truth as possible. Here-in-lies the value of the PINN-GM for reinforcement learning.

Spacecraft dynamics are heavily influenced by the force of gravity and simulating high-fidelity

gravity fields is notoriously expensive. Propagating orbits with high-resolution polyhedral grav-

ity models can take days of compute. For reinforcement learning agents that need hundreds-of-

thousands of interactions with their environment, these runtimes are prohibitive and demand that



96

researchers use lower-fidelity options. The PINN-GM offers a potential remedy to this problem.

Capable of achieving both high-accuracy and fast-runtimes, the PINN-GM presents a powerful way

to enhance the fidelity of simulated environment in which reinforcement learning agents can be

trained.

To demonstrate the utility of the PINN-GM for spacecraft reinforcement learning, this section

introduces a problem scenario centered around spacecraft safe mode. Imagine, a spacecraft is in

orbit about a small-body and has just begun a complex operation such as executing a touch-and-go

(T.A.G.) manuever. In the middle of this operation, the spacecraft experiences an unexpected loss

of communication with the ground. This anomaly triggers the spacecraft to enter Safe Mode —

a power-positive, stationary mode that allows engineers to investigate the problem, propose a fix,

and uplink the solution (109). For spacecraft orbiting large-celestial bodies, enabling Safe Mode

is considered a robust and risk-free action. Because the dynamics experienced by spacecraft in

orbit around near-spherical bodies is primarily keplerian, it is extremely unlikely the vegetative

spacecraft will deviate from its reference trajectory and collide with the body over a short time

span. In small-body exploration, such guarantee is far less apparent.

The gravity fields produced by irregularly shaped asteroids do not provide the same nominally

stable orbits that are present around large celestial bodies. Instead, spacecraft experience complex

gravitational accelerations coupled with the effects of solar radiation pressure which can produce

chaotic trajectories around the small-body without proper station-keeping. Consequently, entering

a traditional Safe Mode during a mission critical operation like T.A.G. dramatically increases the

odds that the spacecraft will collide with the body.

To minimize this risk of collision, an Enhanced Safe Mode agent is proposed. When the

spacecraft enters Enhanced Safe Mode, it will trigger an agent that must prioritize three safety

objectives. First, the spacecraft must not collide with the body. Second, the spacecraft must

conserve fuel. Third and finally, the spacecraft must remain close to the body such that the gravity

field remains the dominant perturbation. These safety objectives ensure that, regardless of mission

phase, the spacecraft will not intersect the body and will manuever onto orbits that require relatively
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little station-keeping. In principle, once this Enhanced Safe Mode is executed and a quasi-stable

orbit is found, traditional Safe Mode operations can ensue and operators can return to diagnosing

the original problem.

The challenge with designing an Enhanced Safe Mode agent is that there does not exist

a control solution known a priori which will satisfy these high-level safety constraints. As such,

reinforcement learning is proposed to learn a policy capable of converting these high-level safety

constraints into an rapidly executable control solution for the spacecraft.

4.1 Markov Decision Process Formulation

To solve the reinforcement learning problem, the following the Markov Decision Process

(MDP) of (S,A, T,R, γ) is proposed where S ∈ S is the state, A ∈ A is the set of actions, T (s′|s, a)

is the transition function, R(s, a) is the reward at state s when action a is taken, and γ is the

discount factor. Reinforcement learning seeks to learn a policy π : S → A which maximizes the

expected return

R = E

[
T∑

t=0

γtrt

]
(4.1)

For Enhanced Safe Mode, the state space is defined S : R4×R3×R where an instance of the

state is

s = (r̄, v̄, m̄f ) (4.2)

where r̄ is the normalized position vector expressed as (r̄, s, t, u) where r̄ is the radial distance of

the spacecraft with respect to the asteroid center of mass, normalized by the maximum radius of

the asteroid R. The remaining position coordinates, s, t, u ∈ [−1, 1], are the sines of the angles

between the cartesian basis vectors x̂, ŷ, ẑ respectively. Likewise v̄ represents the velocity vector

of the spacecraft v̄x, v̄y, v̄z normalized by the escape velocity as defined at the Brillouin sphere of

the asteroid:

vnorm =

√
2
µ

R
(4.3)

Finally m̄f is the remaining fuel in the spacecraft normalized by the fuel tank capacity. The
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action space for the MDP, A : R3, is continuous and represents impulsive ∆V s that can be applied

instantaneously at the beginning of every simulation step. The magnitude of ∆V is constrained to

±10 centimeters per second in each cartesian direction. The reward function is defined such that

failure is heavily penalized, and the spacecraft is incentivized to remain near the asteroid through

R(s, a) =





−100 if failure(s, a)

1− r̄ otherwise

(4.4)

where failure is defined as:

failure(s, a) = (r̄ ∈ asteroid) ∨ (fuel < 0) ∨ (r̄ < 3R) (4.5)

The transition function T (s′|s, a) is defined using the gravitational dynamics of the system. The

acceleration is provided by one of the aforementioned gravity models, the change in fuel is governed

by the rocket-equation, and the ∆V generated by the action is applied instantaneously. The

discount factor γ is 0.99.

4.2 Soft-Actor Critic

A Soft Actor-Critic (SAC) algorithm is used to solve this MDP (110). Actor-critic algorithms

use two cooperative function approximators to generate a policy which maximizes the value function

of the MDP. The value function V (s) is the expected return of the MDP (Equation 4.1). Given that

the value function is not originally known at runtime, a function approximator — often a neural

network — is used instead and is referred to as the critic or Vψ. A second function approximator

forms the actor, or policy πϕ, which takes actions that maximize the expected return estimated by

the critic.

The difference between traditional actor-critic algorithms and soft actor-critic algorithms is

that SAC augments the value function to include a maximum entropy term in addition to the

expected return through

R⋆(π) = Eϕ

[
T∑

t=1

r(st, at)− α log(πϕ(at|st))
]

(4.6)
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such that the actor not only seeks reward, but it also learns a policy that promotes diverse behavior.

This helps to balance exploration and exploitation during training of the agent and also improves

sample efficiency and decreases sensitivity to initial hyperparameters. SAC also have the ability to

be trained in an off-policy manner (110).

Explicitly, Soft Actor-Critic methods make use of three function approximators:

(1) Vψ(st) — the state value function (the critic)

(2) Qθ(st, at) — the soft Q-function or the state-action value function

(3) πϕ(at|st) — the tractable policy (the actor)

Typically the state value function and soft Q-function are represented as neural networks such that

the parameters ψ and θ are the trainable weights and biases of the network. πϕ is a Gaussian

distribution with mean and covariance determined by neural networks.

The goal of the SAC algorithm is to optimize the following cost functions:

JV (ψ) = Est∼D

[
1

2

(
Vψ (st)− Eat∼πϕ [Qθ (st,at)− log πϕ (at | st)]

)2
]

(4.7)

JQ(θ) = E(st,at)∼D

[
1

2

(
Qθ (st,at)− Q̂ (st,at)

)2]
(4.8)

Jπ(ϕ) = Est∼D

[
DKL

(
πϕ (· | st) ∥

exp (Qθ (st, ·))
Zθ (st)

)]
(4.9)

where D is the distribution of state-action tuples taken thus far and stored in a replay buffer. Each

of these cost functions can be updated using stochastic gradient descent. Specifically, the value and

soft Q networks can be updated using:

∇̂ψJV (ψ) = ∇ψVψ (st) (Vψ (st)−Qθ (st,at) + log πϕ (at | st)) (4.10)

∇̂θJQ(θ) = ∇θQθ (at, st)
(
Qθ (st,at)− r (st,at)− γVψ̄ (st+1)

)
(4.11)

(4.12)

The policy distribution could be updated via likelihood ratio gradient estimator (avoids backprop-

agating gradients), but because the target density is the Q-function and can be differentiated, the
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reparameterization trick is used instead to produce a lower variance estimator. This can be done

by reparameterizing the policy using a neural network transformation

at = fϕ(ϵt; st) (4.13)

where ϵt is a noise vector. This allows the cost function to be rewritten as

Jπ(ϕ) = Est∼D,ϵt∼N [log πϕ (fϕ (ϵt; st) | st)−Qθ (st, fϕ (ϵt; st))] (4.14)

and solved via

∇̂ϕJπ(ϕ) = ∇ϕ log πϕ (at | st) + (∇at log πϕ (at | st)−∇atQ (st,at))∇ϕfϕ (ϵt; st) (4.15)

Note that the update process uses a target value network Vψ̄ where the parameters are an expo-

nentially moving average of the value network weights, and

Q̂(st,at) = r(st,at) + γEst+1∼p
[
Vψ̄(st+1)

]
(4.16)

Additional implementation details about soft actor-critic can be found in the original paper (110).

4.3 Environment

The environment used to train the Enhanced Safe Mode agent is configured as follows: For

every episode, the spacecraft is initialized to a randomized position which exists between [0.6R, 3R],

where R is the maximum radius of the asteroid. The initial velocity is also randomized, but bound

in magnitude to less than
√
3 meters per second. These initial conditions are designed to replicate

states found during T.A.G. mission phases, where if no actions are taken, the spacecraft will likely

collide with the asteroid. A set of these initial conditions propagated without an Enhanced Safe

Mode are shown colliding with the body in Figure 4.1.

At the beginning of training, a replay buffer is initialized with 10,000 (s, a, r, s′) tuples to

warm-start training. These tuples are generated by evolving initial conditions with keplerian dy-

namics and a policy that applies random δV impulses. While not representative of the true system
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Figure 4.1: Trajectories taken without the Enhanced Safe Mode agent enabled. The darker shades
correspond with earlier parts of the trajectory.



102

dynamics, the state-action pairs in the initial buffer help stabilize learning and speed the conver-

gence of the value network — building a coarse knowledge of the system dynamics and identifying

general domains in the state space with high and low value. Once the simulation begins to execute,

the replay buffer is populated with tuples generated by the true simulation environment and the

agent in training. The buffer continues to fill until 100,000 tuples are stored, after which tuples

will be loaded into and out of the replay buffer using the first-in, first-out paradigm.

The actor and critic networks are trained for one epoch using a 1024 mini-batch size after a

new tuple is loaded into the replay buffer / an additional step is taken in the environment. The

length of a step corresponds to 10 minutes in simulation time and the maximum duration of an

entire episode is 10 simulation hours. After every step, the impulsive ∆V action produced by the

actor is applied to the state. After every 1,000 steps in the environment, the performance of the

policy is evaluated on 10 randomly generated episodes and the mean return and standard error of

those episodes are saved.

4.4 Experiment

An experiment is proposed which seeks to characterize the effect different gravity models

have on the Enhanced Safe Mode agent performance. As discussed earlier, it is important to train

agents in simulations that are representative of the true environment. The minimization of the sim-

to-real gap helps ensure that deployed agents behave in a manner consistent with their training.

Realistically, however, it is often difficult or expensive to use high-fidelity dynamics models during

training, so practitioners may opt for lower-fidelity dynamics models to decrease training times.

This experiment investigates the pros and cons of this choice.

For this experiment, three Enhanced Safe Mode agents are trained. All agents are trained

with the same initial conditions described above; however, each agent’s is trained in an environment

populated with a different gravity model. The first agent is trained in an environment which uses a

polyhedral gravity model. The second agent is trained in an environment with a point mass gravity

model, and the third environment uses a PINN-GM. In each case, the gravity model is queried for
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accelerations that are used by the transition function to evolve the state forward in time.

Each environment offers different advantages and drawbacks. The polyhedral environment

provides the most accurate dynamics; however, it also comes with the greatest computational cost.

The 200,000 facet shape model used for Eros is notoriously slow, and will ultimately limit the

total number of interactions the agent will experience with the environment from which the agent

can learn. In contrast, the point mass environment will provide cruder approximation of the true

dynamics, but at a much faster rate. Consequently, the agent trained in this environment will have

many more experiences from which to learn, but it is unclear if those additional experiences will be

sufficient to overcome the introduced sim-to-real gap. Finally, the agent trained in the PINN gravity

model environment should circumvent the challenges associated with the prior two environments.

Because the PINN-GM is both fast to execute, and provides a high-fidelity approximation of the

true system dynamics, the agent trained in this environment should have access many realistic

interactions with the environment from which it can learn.

Each agent is trained for a total three wall-clock hours, and the average return for each

scenario’s agent is plotted as a function of wall-clock times and training steps in Figure 4.2.

4.5 Results

Figure 4.2 demonstrates the respective advantages and disadvantages of using different gravity

models for the Enhanced Safe Mode agent. As discussed, the agent trained in the polyhedral

environment has access to the most accurate dynamics, but the polyhedral model’s computational

intensity only allowed for 2,000 steps in the environment over the three hour period. These 2,000

interactions are not enough for the agent to learn safe behavior which is reflected by the consistently

low average return.

The agent trained in the simple gravity model environment is also unable to learn safe

behavior, but not for lack of total environment interactions. Having run over 300,000 steps through

the environment in the three hour training window, the agent trained in the simple environment had

over two orders-of-magnitude more data. Despite this, the simplified dynamics of the environment
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Figure 4.2: Average return as a function of clock time

led to this agent’s demise. Because the environment did not provide the agent with sufficiently

realistic episodes, the agent learned behaviors remained unsafe by failing to account for the more

complex dynamics of the system.

The agent trained in the PINN-GM environment avoids both of these challenges. The agent

experienced over 150,000 interactions with an environment that contained representative dynamics

of the true system. This combination allowed the agent to identify safe behavior that avoided

collision with the asteroid as represented by the increasing average return in Figure 4.2.

Figure 4.3 shows an example of the different trajectories generated by the three Enhanced Safe

Mode agents. The trajectories demonstrate that the agents trained in the simple and polyhedral

environments are virtually no better than an untrained agent — colliding very quickly with the

asteroid. The agent trained in the PINN environment, in contrast, is able to successfully leverage

the complex dynamics of the gravity field to find a close, but safe, orbit around the equator of
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the asteroid. Early findings have shown that the trajectory found by the PINN agent is safe for

significantly longer than the original 10 hour episode length implying that spacecraft operators

could have multiple days to diagnose the underlying anomaly. A formal stability analysis of this

learned trajectory is left for future work.
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Figure 4.3: Trajectories taken with Enhanced Safe Mode agent enabled.

To quantify the trained agents’ robustness, 100 episodes are run without training. Each

episode starts with a random initial condition, and the simulation runs for the entirety of the

10 hour episode or until the spacecraft violates one of the safety conditions. The corresponding

successes and failures of each agent is shown in Figure 4.4.

Figure 4.4 further emphasizes that neither policy trained in the simple or polyhedral envi-

ronments are robust to initial conditions. There are rare occasions where those agent “succeed”,

but this is actually because the initial conditions are at sufficiently high altitude that the 10 hour

episode terminates before the spacecraft ever reaches an altitude low enough that it could collide

with the asteroid.
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The policy trained in the PINN-GM environment is better, though not universally robust.

Only in 45% of the episodes did the spacecraft remain safe. While this is a sizable improvement over

the agents trained in the other environments, further work is needed to make the policy robust. The

performance of each agent is likely to improve with additional training time. It is not uncommon

for agents to be trained over the span of days rather than hours. The choice to limit this experiment

to three hours of training time is simply to highlight the efficiency of the PINN model, and how it

enables the training of higher-quality agents in less time.
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Chapter 5

Application II: Periodic Orbit Discovery

Periodic orbits are desirable because they allow spacecraft to remain on a fixed, predictable

trajectory without the need to expend fuel. Perhaps the most famous of these orbits can be found

near the Earth-Sun Lagrange points where a neighborhood exists such that spacecraft motion

remains bounded and periodic (111). Notable spacecraft to leverage these periodic orbits in the

three body problem include STEREO-A, STEREO-B, and the James Webb Space Telescope, among

others. Despite the desirability of periodic orbits, their discovery is a challenging endeavour —

particularly for highly non-keplerian environments.

The reason for this difficulty is two-fold. First, analytic methods of computing periodic mo-

tion require a closed form expression of the disturbing gravitational potential to compute solutions.

For simple models of the potential, i.e. a point mass approximation or a low-fidelity spherical

harmonic model, analytic periodic solutions can be found. In fact, this has been accomplished with

the three-body problem, which ultimately yields the aforementioned Lagrange points. In reality,

however, the point mass assumption is not valid. Instead more complex gravity models are re-

quired and identifying exact solutions analytically quickly become intractable. Dynamicists must

therefore turn to numerical shooting methods, framing the search for periodic orbits as a bound-

ary value problem. Unfortunately, even the numerical shooting methods are not free of their own

difficulties. In many cases, the numerical solvers will not converge if the initial guess deviates too

far from the true solution. This disadvantage can be mitigated by testing many initial conditions

until a solution is reached (112); however this can be a major bottleneck if the gravity model used
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is computationally expensive. The computational expense can be further exacerbated by shooting

methods which must use numerically-computed jacobians which add further complexity.

Small-body environments are among the settings for which these challenges are most appar-

ent. Asteroids and comets often exhibit irregular geometries and corresponding gravity fields which

produce complex, non-periodic motion. In these environments, the gravitational potential cannot

be adequately represented using a point mass gravity model, and instead, expensive polyhedral

gravity models must be used to capture these unusual dynamics (5). While the polyhedral gravity

model offers a compelling analytic solution to the gravity modeling problem, this model can be

computationally expensive to evaluate depending on the fidelity of the corresponding shape model

used. This expense prevents the polyhedral model’s practical use in the numerical methods used

to solve the periodic orbit problem.

This chapter investigates how the Physics-Informed Neural Network gravity model can be

leveraged to assist in the efficient discovery of periodic orbits in small-body settings. As shown

earlier in this thesis, the PINN-GM is capable of accurately representing the gravity fields of small-

bodies by learning efficient basis functions rather than prescribing them (1). This approach bypasses

the computational inefficiencies of the polyhedral gravity model and retains differentiability for use

in numerical methods thanks to automatic differentiation (113). The efficient and differentiable

form of the PINN-GMmake it a compelling tool to be leveraged in periodic orbit discovery. Not only

can traditional shooting methods be applied in small-body settings without risk of computational

inefficiency, but there are also new opportunities to search for orbits in different element spaces.

This work investigates how the PINN-GM-III can assist in the discovery of such orbits and how they

potentially expand the attracting basins around them such that fewer initial guesses are required

to find a solution.

5.1 Background

Initial efforts to search for periodic orbits in small-body settings date back to the mid-90s.

In 1995, Scheeres provided the first detailed characterization and analysis of the orbital dynam-
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Figure 5.1: Outline of the former cartesian shooting method (top) and the novel orbital element
shooting method (bottom).

ics about the asteroid 433-Eros (114). These findings highlight how rotating asteroids’ stationary

points can be used as the initial search space for periodic orbits, and the paper ultimately reveals

three periodic orbit families about Eros: direct near-equatorial orbits, retrograde near-equatorial

orbits, and non-planar orbits with resonant nodal periods. In 1998, Scheeres also provided more

algebraically involved derivations of bounded, frozen orbits about the asteroid 4179-Toutatis (115).

This strategy relies on period averaging the Lagrange planetary equations using a simplified low-

degree spherical harmonic expansions of the potential. Additional analysis is conducted discussing

how these discovered orbits in the simplified system can be iteratively corrected to produce increas-

ingly stable and periodic motion in a full-fidelity gravitational potential.

The algorithms responsible for the numerical search for periodic orbits date back even further.

A particularly influential paper by Howell in 1984 introduces a numerical shooting method to

identify periodic orbits in the Earth-Moon system (116). This algorithm assisted in the discovery

of the well known Halo orbit family. In 2003, Doedel et. al. provided a comprehensive description

of the constraints which can be used in conjunction with these shooting methods to find periodic
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orbits in conservative systems (117). In 2009, Abad et. al. provided a detailed analytical approach

to solving for periodic orbits for the asteroid 216-Kleopatra by using a Lie Transformation and

Delaunay orbital elements with a zonal spherical harmonic gravitational potential assumption (118).

In 2012, Yu et. al. used a full polyhedral gravity model and a hierarchical grid search to identify

29 periodic orbits in approximately 12 days of compute time (112). In 2003, Lan et. al. proposed

a variational, cost-function minimization method to identify periodic solutions to high-dimensional

problems rather than Poincare sections or traditional Newton-Raphson (119). Additional useful

references regarding the study of frozen and periodic orbits also include Refs. (111), (120), and

(121).

To the best of the authors’ knowledge, there have been no attempts to apply the shooting

method in orbital element space using the Lagrange planetary equations with a full-fidelity gravity

model. Such effort is the primary contribution of this work.

5.2 Methodology

The search for periodic orbits is often constructed as a boundary value problem which seeks

to minimize the difference between the initial state, X(t0) or X0, and the state after some period

T , X(tf ) or Xf :

Xf −X0 = 0 (5.1)

where X corresponds to the cartesian state vector [r,v, T ] which evolves according to

Ẋ =




v

a

0




(5.2)

For keplerian motion, this boundary value problem is naturally satisfied; however when non-

keplerian forces are introduced like 3rd-body perturbations or non-symmetric gravity perturba-

tions this is no longer the case. This work will focus exclusively on the non-symmetric gravity

perturbations. To solve this problem, a traditional shooting method is introduced. The shooting
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method is a differential corrector algorithm which begins by taking the Taylor series expansion of

the constraint in Equation 5.1 about the true solution and setting the result to zero.

C(X⋆
0 ) = C(X0 + δX0) (5.3)

0 = C(X0) +
∂C

∂X0
δX0 +H.O.T. (5.4)

This expansion can then be solved for a value of δX0 through a minimum norm solution:

δX0 = −
((

∂C

∂X0

)(
∂C

∂X0

)T)−1

C(X) (5.5)

where

∂C

∂X0
=

∂

∂X0
(Xf −X0) (5.6)

=

[
∂Xf

∂X0
− ∂X0

∂X0
,

∂Xf

∂T

]
(5.7)

=

[
Φ(tf , t0)− I, ∂Xf

∂T

]
(5.8)

and Φ is the state transition matrix.

Due to the linearization of the original system, this process must be repeated until some

termination criteria is reached such as |δX0| < ϵ. This numerical procedure will converge for

initial guesses of X0 that are sufficiently close to the true periodic solution, X⋆
0 , assuming that

a reliable gravity model exists which can provide accurate values of the acceleration vector, a, in

Equation 5.2.

Historically, the search for periodic orbits is conducted with a shooting method formulated

in cartesian space, as most gravity models are designed such that the equations of motion are

a function of the cartesian position, r. One of the disadvantages of conducting the search in

a cartesian space is that the coordinates span the entirety of R6 which makes the search space

extremely large. This makes the corresponding probability of selecting an initial condition that

is sufficiently close to a true periodic orbit quite small. Non-cartesian coordinates sets, however,

can have smaller domains. This work hypothesizes that these reduced domains may be easier to

search, requiring fewer initial guesses before converging to a solution. For example, consider the
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traditional orbital elements set, for which only a single coordinate (the semi-major axis) can extend

from (0,∞) whereas the remaining coordinates e, i, ω,Ω and M each remain bounded between

[0, 1], [−π/2, π/2], [0, 2π], [0, 2π], [0, 2π] respectively. Intuitively, these coordinates would be much

more efficient to search through.

Unfortunately, traditional orbital elements cannot be easily used in numerical shooting meth-

ods. This is because the time-derivatives of orbital elements, œ̇, and the jacobian of these deriva-

tives, ∂œ̇
∂œ , are required, but notoriously difficult to compute. The time derivatives of the orbital

elements can technically be computed through the Lagrange Planetary Equations (LPE):

∂a

∂t
=

2

na

∂R

∂M
(5.9)

∂e

∂t
=

1− e2

na2e

∂R

∂M
−

√
1− e2

na2e

∂R

∂ω
(5.10)

∂i

∂t
=

cos i

na2
√
1− e2 sin i

∂R

∂ω
− 1

na2
√
1− e2 sin i

∂R

∂Ω
(5.11)

∂ω

∂t
= − cos i

na2
√
1− e2 sin i

∂R

∂i
+

√
1− e2

na2e

∂R

∂e
(5.12)

∂Ω

∂t
=

1

na2
√
1− e2 sin i

∂R

∂i
(5.13)

∂M

∂t
= n− 1− e2

na2e

∂R

∂e
− 2

na

∂R

∂a
(5.14)

though these equations rely on an differentiable form of the disturbing potential function, R, which

is derived from the expression

R(r) = −µ
r
− U(r) (5.15)

where U is the total gravitational potential and µ is the gravitational parameter for the body in

question.

In some simplified cases, the Lagrange planetary equations can be evaluated analytically as

is shown by Reference (115) and Reference (118). By expressing the disturbing potential only as

a function of low-degree spherical harmonic models, some first-order properties can be derived and

candidate periodic or frozen orbits can be found. Unfortunately, this practice becomes intractable

as the analytic representation of the disturbing potential function R increases in fidelity, preventing
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the use of high-fidelity spherical harmonic or polyhedral models. In principle, the search can be

conducted numerically, but the jacobian ∂œ̇/∂œ would need to be approximated through finite

differencing which adds considerably more compute cycles to an already expensive propagation.

Herein lies the value of the PINN-GM. The PINN-GM not only offers a computationally

efficient and high-fidelity representation of the potential, but it can also be differentiated exactly

with respect to arbitrary coordinate sets. The PINN-GM therefore bypasses the limitations of past

gravity models, allowing users to evaluate the LPE and corresponding jacobians exactly for any

coordinate set. This property is the byproduct of automatic differentiation, a generalization of

chain rule which allows for the exact differentiation of any numerical algorithm with respect to its

input.

5.2.1 Automatic Differentiation

Automatic differentiation is covered in Section 2.3.1 but is repeated here for convenience.

Automatic differentiation is method to compute the exact derivative of an algorithm with respect

to any input. This is done by constructing a computational graph and using either a forward or

backward form of chain rule such as:

∂y

∂x
=

∂y

∂wn−1

∂wn−1

∂x

=
∂y

∂wn−1
(
∂wn−1

∂wn−2

∂wn−2

∂x
)

= . . .

where x is the input to some arbitrary algorithm, wi are the sequence of intermediate calculations

performed to produce the final output, y.

Because all algorithms are constructed from elementary functions with known derivatives, the

partials of each intermediate expressions can always be computed alongside the original calculation.

This property ensures that partial of the output y with respect to any input x can be computed

automatically. Automatic differentiation is best known for its application within deep learning,
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where it commonly applied in the stochastic gradient descent algorithms used to train neural

networks (76).

This work changes the application of automatic differentiation beyond training neural net-

works, and instead uses it to simply take high-order derivatives of a pre-trained network. For

periodic orbit discovery, this means applying automatic differentiation to the PINN-GM to resolve

derivatives of the disturbing potential function, ∂R̂
∂œ , to compute the LPE, and using automatic

differentiation again to compute the necessary jacobian for the STM propagation. This frame-

work is general, and be used not only for cartesian coordinate sets but any arbitrary set of input

coordinates.

5.2.2 Characterization of the PINN-GM

Before demonstrating the utility of a PINN-GM for periodic orbit discovery, an experiment is

proposed which seeks to characterize the speed and accuracy of the PINN-GM compared to that of a

polyhedral gravity model. This will ensure the PINN-GM can be exchanged with its more expensive

polyhedral model counterpart without loss of dynamical fidelity. The ground truth gravity model

for this experiment is a 200k vertex polyhedral gravity model of the asteroid Eros. This is an

extremely expensive gravity model, so a lower-fidelity 8k polyhedral alternative is constructed and

tested as well.

First the accuracy of both the 8k polyhedral model and the PINN-GM are characterized on

30,000 test points distributed isometrically along the cartesian planes. The PINN-GM is trained on

950,000 training data distributed between a 0-10R altitude are generated from the 200k polyhedral

model and the network is trained for 10,000 epochs. The average acceleration error of the 8k

polyhedral model is 0.38% error. In contrast, the PINN-GM produces an average acceleration error

of 0.003%, or two orders-of-magnitude smaller than the 8k polyhedral model error.

Second, an experiment is conducted which evaluates the integration error of both gravity

models. This begins by uniformly sampling three initial conditions about the asteroid 433-Eros

according to the orbital element distributions listed in Table 5.1. These initial conditions are
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Figure 5.2: Percent error of the acceleration vector for each gravity model

Table 5.1: Initial Orbital Element Distribution

Parameter Value

Semi-major axis U [3REros, 7REros]

Eccentricity U [0.1, 0.3]
Inclination U [−π

2 ,
π
2 ]

Parameter Value

Argument of periapsis U [0, 2π]
Longitude of the Ascending Node U [0, 2π]

Mean Anomaly U [0, 2π]

converted to cartesian coordinates and then propagated for a keplerian orbit period, T , defined as:

T = 2π

√
a3

µ
(5.16)

These initial conditions are propagated using an adaptive Runge-Kutta integrator with the three

aforementioned gravity models. Once propagated, the position, velocity, and acceleration errors

of the 8k polyhedral and the PINN-GM trajectories are reported alongside the total computation

time in Figure 5.3.

Figure 5.3a shows that for each orbit, the PINN-GM provides considerably more accurate

dynamics than the 8k polyhedral gravity model. In all cases, the PINN-GM deviates less than
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Orbit Model δr [m] δv [m/s] T [s] Speedup
(T200k/Tmodel)

R
ed

Poly 200 0.0 0.0e+00 481.7 1.0
Poly 8k 2741.5 1.0e-01 18.8 25.6
PINN 2.1 7.0e-05 4.8 99.5

B
lu
e Poly 200 0.0 0.0e+00 471.8 1.0

Poly 8k 8307.2 2.6e-01 17.8 26.6
PINN 2.6 8.1E-06 1.2 378.1

G
re
en Poly 200 0.0 0.0e+00 492.4 1.0

Poly 8k 1658.6 9.2e-02 18.5 26.6
PINN 0.2 1.6E-05 1.2 422.4

(c) Metrics comparing the PINN and Polyhedral Integrated Orbits

Figure 5.3: Metrics comparing the orbits generated by the PINN-GM and the polyhedral gravity
models.
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3m from the true trajectory of the 200k polyhedral gravity model. The low-fidelity 8k polyhedral

gravity model deviates as much as 8km. Similar metrics are observed for the difference in velocity,

with the PINN-GM producing errors up to five orders-of-magnitude smaller than the 8k model.

These metrics demonstrate that the PINN-GM is a viable choice to replace the 200k polyhedral

model of the asteroid.

The computational speed metrics of the PINN-GM are also provided in Figure 5.3c. The

PINN-GM integrates these orbits between approximately 4x and 15x faster than the 8k polyhedral

model, and between 99x and 420x faster than the 200k polyhedral model. This speed benefit alone

makes the PINN-GM a compelling tool in periodic orbit discovery as these trajectories need to be

integrated many times given the iterative nature of the shooting method. In Reference (112), the

search for 29 periodic orbit families about the asteroid Kleopatra took 12 days using a high-fidelity

polyhedral model. These findings suggest that the same search conducted using a PINN-GM could

be conducted on the order of 40 minutes.

5.3 PINN-GM Cartesian Shooting Method

Accepting the PINN-GM as a representative model of the true gravitational potential, it

can now be used to search for periodic orbits using the shooting method as discussed earlier.

In this second experiment, the same three initial conditions will be used to begin the search for

periodic orbits using a cartesian shooting method. To compute the state transition matrix used in

Equation 5.5, automatic differentiation is again leveraged to compute the jacobian

A =
∂Ẋ

∂X
(5.17)

to then propagate the STM through

Φ̇(t) = AΦ(t) (5.18)

where Φ(0) = I.

The shooting algorithm’s termination is triggered if any of the following criteria are met:

(1) The norm of the correction vector, |δX0|, is less than ϵx(ϵx + |X0|) where ϵx = 10−8.
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(2) The normalized change in the cost function, δF/F , is less than ϵf where ϵf = 10−8.

(3) The number of iterations exceed 50.

The experiment proceeds by running the shooting methods in two modes: coarse and fine. In

the coarse shooting method, higher Runge-Kutta integration error is tolerated than during that of

the fine shooting method. This allows for rapid integration of the state and state transition matrix,

albeit at lower accuracy. Once the coarse shooting method is completed and the initial conditions

are shifted closer to a solution, the fine shooting method is executed starting from the output found

with the coarse method. The lower error tolerance of the Runge-Kutta method ultimately assists

the algorithm in converging accurately on the local minimum.

Non-dimensionalization

An important consideration for the shooting method is how the state and equations of motion

are non-dimensionalized. For the cartesian shooting method, two intuitive options exist: First,

normalize distance by l⋆ = |r0| and normalize time by the initial period t⋆ = 2π
√
a30/µ. This choice

is useful for achieving numerical stability; however, it can bias the results of the optimization process

towards the velocity coordinates. Specifically, in certain circumstances the velocity coordinates non-

dimensionalize to values that are much larger than that of the position coordinates. Given that

the shooting method is tasked with minimizing the difference of the non-dimensionalized state,

this scaling prioritizes solutions which provide closer matches between the initial and final velocity

at the expense matching the position vector. This behavior can lead to premature termination

of the method, and yield solutions which are not periodic. The second non-dimensionalization

strategy continue to scaling distance by scale l⋆ = |r0|, but instead scale the velocity such that

t⋆ = l⋆/|v|. This ensures the position and velocity are of similar magnitudes in the constraint

vector and therefore contribute equally to the cost function used to find periodic solutions. The

latter of these two methods is used for the proceeding experiments.
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Figure 5.4: Results from the Cartesian Shooting Method. Top row: Solution error in dimensional-
ized coordinates (tilde) and non-dimensionalized coordinates (no tilde). Middle row: Starting orbit
(gray) and the discovered solutions (color) propagated for one orbit. Bottom row: Solutions found
propagated for 10 orbits.
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Results

Figure 5.4 shows a collection of results for the cartesian coarse and fine shooting methods run

on the three original initial conditions. The first row shows the magnitude of the state error between

Xf and X0 in both dimensionalized (r̃, ṽ, œ̃) and non-dimensionalized (r,v,œ) coordinates. The

coarse shooting method error is shown with the circle → box markers, and the fine shooting method

is shown with the box → star markers. The shift from high values of δr and δv on the y-axis to low

values reflects that the shooting method is in fact moving the initial conditions towards periodic

motion. However, this desirable shifting in cartesian space is not mimicked in orbital element space

as shown by the green curve in Figure 5.4c.

This inconsistency between the cartesian state error and the orbital element state error is

surprising. One would think that the minimization of the cartesian state error would inevitably

ensure that the initial and final state would also share very similar orbital elements. This finding,

however, suggests that as cartesian shooting methods converge on near-periodic solutions, the

orbital elements of the initial and final state are not necessarily getting minimized. The resulting

long-term behavior of the converged solution demonstrates this more clearly. If the solutions found

via the cartesian shooting method are propagated for a single orbit, the difference between their

initial and final coordinates are very small as seen in the second row of Figure 5.4. However,

over longer periods of time, the orbit begins to evolve into entirely different orbits with different

inclinations and longitudes of the ascending node as seen in the third row of Figure 5.4. This

steady drift away from periodicity in orbital element space provides motivation for why it may be

advantageous to solve for periodic orbits in an orbital element description instead to ensure that

the initial and final orbits are similar, regardless if their cartesian state is.

5.4 PINN-GM Orbit Element Shooting Method

A second experiment is proposed which investigates this claim. The search for periodic

orbits using the PINN-GM is repeated, however, rather than representing the problem in cartesian
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coordinates, the problem is reformulated in orbital element space (i.e. (rx, ry, rz, vx, vy, vz) →

(a, e, i, ω,Ω,M)). By framing the periodic orbit problem in element space, three advantages are

acquired. First, the search space for periodic solutions is reduced. Four of the six elements have

a naturally finite domain due to angle wrapping (i, ω,Ω,M) and the eccentricity must remain less

than 1 for the orbit to remain bounded. Only the semi-major axis is allowed to scale to infinity.

In contrast, solutions in cartesian coordinates can span anywhere in (−∞,∞) for each coordinate.

The second advantage of using orbital elements is that it gives mission designers greater control

over the types of solutions reached by the shooting method. A shooting method that relies on

cartesian coordinates may reach a minimum norm solution for which the state difference is small,

but the difference in orbital elements is large. By solving the periodic orbit problem in element

space, the shooting method guarantees that the spacecraft will remain in a very similar orbit

geometry regardless of the cartesian state error. The third advantage of this approach is that

certain orbital elements can be held fixed during the minimization process. For example, if a

particular semi-major axis value and inclination are required for a particular mission phase, they

can be removed from the set of decision variables but kept as part of the constraint vector. All

solutions must thereby maintain the prescribed values of a and i and seek periodicity using the other

unconstrained elements. Enforcing constraints of this nature is not be possible with a cartesian

shooting method.

Non-dimensionalization

Similar to the cartesian shooting method, careful attention must be paid to the normalization

of the orbital element state vector, jacobian, and constraint vector. Given the varying domains of

the different coordinates within the orbital element vector, the non-dimensionalization must be

performed as follows: Time is non-dimensionalized using the keplerian period. Distance is non-

dimensionalized using the value of the initial semi-major axis. Angles i, ω,Ω andM are all scaled by

2π. In addition, the δi, δω, δΩ, and δM coordinates in the constraint vector must be the minimum

signed angle between the initial and final coordinate as to not disproportionately bias the update
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(i.e. δM = 1.99π → δM = −0.01π).

Results

For the experiment, the same three initial conditions are used but are instead propagated

and corrected in orbital element space. All elements remain unconstrained in the minimization,

and the corresponding improvement in orbital element state error (both dimensionalized and non-

dimensionalized) are provided in Figure 5.5. The experiment also makes use of the coarse and fine

shooting methods, where the square corresponds to the final iteration of the coarse method and

the star corresponds to the final iteration of the fine method.

In this experiment, all values of δr, δv, and δœ decrease, rather than only the cartesian state

error as seen in the top row of Figure 5.5. The second and third row of Figure 5.5 demonstrate

that not only are the solutions found periodic over a single period, but they also remain periodic

after 10 orbits. These findings suggest that the solutions found using the orbital element shooting

method are more likely to maintain their desired element set, even if not perfectly periodic. This

is best exhibited by the red orbit whose dimensionalized position difference between r0 and rf is

in excess of 1 km, yet its orbit elements remain nearly identical over the full 10 periods.

5.5 PINN-GM Constrained Orbital Element Shooting Method

As discussed, one of the advantages of the orbital element shooting method comes from the

ability to constrain particular elements of the solution. For example, in some mission settings,

a specific semi-major axis or range of inclinations may be required. There are no obvious ways

to embed these mission requirements into a cartesian shooting method; however, with the orbital

element shooting method, imposing these mission constraints is trivial as users only need to remove

the relevant decision variables form the optimization set (δœ′ = δœ0 ̸ {δa0, δi0}). In this way,

periodicity must be sought by changing the elements which remain in the decision variable vector.

To demonstrate this behavior, an experiment is proposed which samples a single random

initial condition and solves for a periodic orbit using three methods: the cartesian shooting method,
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δṽ [m/s]

10−4

10−3

10−2

10−1

100

δ
v

[-
]

(b) Velocity Error

10−1 101 103

δœ̃ [-]

10−5

10−4

10−3

10−2

10−1

δ
œ

[-
]

(c) Orbital Element Error

x

−1×105

−5×104

0
5×104

1×105
y

−1×105

−5×104

0
5×104

1×105

−1×105
−5×104

0
5×104
1×105

(d) Solution 1, One Period

x

−5×104

0

5×104y

−5×104

0

5×104

−5×104

0

5×104

(e) Solution 2, One Period

x

−5×104

0

5×104
y

−5×104

0

5×104

−5×104

0

5×104

(f) Solution 3, One Period

x

−1×105

0

1×105
y

−1×105

0

1×105

−1×105

0

1×105

(g) Solution 1, Ten Periods

x

−5×104

0

5×104y

−5×104

0

5×104

−5×104

0

5×104

(h) Solution 2, Ten Periods

x

−5×104

0

5×104y

−5×104

0

5×104

−5×104

0

5×104

(i) Solution e, Ten Periods

Figure 5.5: Results from the Orbital Elements Shooting Method. Top row: Solution error after one
orbit in dimensionalized coordinates (tilde) and non-dimensionalized coordinates (no tilde). Middle
row: Starting orbit (gray) and the discovered solutions (color) propagated for one orbit. Bottom
row: Solutions found propagated for 10 orbits.
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Figure 5.6: Orbit solutions found by cartesian shooting method (blue), unconstrained OE shoot-
ing method (red), and constrained OE shooting method (green) compared to the original orbit
(gray/black).

Table 5.2: Initial Conditions and Solutions

Scenario a[m] e i [rad] ω [rad] Ω [rad] M [rad] T [s] |dX|[m]

Initial Condition 75162 0.14 0.96 2.27 1.73 3.33 193802.90 4177.45

Cartesian 90646 0.12 1.52 -0.55 1.45 -0.06 255551.65 427.50

Orbital Elements 110911 0.01 1.57 -0.17 1.41 3.10 343826.63 0.03

OE Constrained 240729 0.02 0.96 -1.17 1.42 5.62 1083058.59 933.66

the orbital element shooting method, and the orbital element shooting method with constrained

elements. Here a solution is desired for which initial inclination of i = 0.96 radians is maintained.

Despite this request, not all methods will converge towards solutions where this condition will be

satisfied. To demonstrate, the three corresponding solutions are shown alongside the original initial

conditions in Table 5.2 and plotted in Figure 5.6.

Note how the constrained orbital element shooting method is the only algorithm that con-

verges towards an orbit that maintains the specified inclination. The cartesian shooting method

and unconstrained orbital element shooting method technically find orbits that have greater period-

icity, or smaller values of |dX|, but both solutions have significantly larger inclinations than what is

requested. These results suggest that there are trade-offs being made by constraining particular ele-

ments during the minimization. In principle, a more periodic solution may exist if these constraints
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are relaxed. Fortunately, such relaxation is possible through trust region minimization constraints

like those proposed in Reference (122) and available through the popular scipy.optimize Python

package. Trust region minimization allows for softer constraints to be applied to the orbital element

shooting method where solutions are to be bounded by some prescribed limits. This optimization

bounding can be used in conjunction with the orbital element shooting method to assist in finding

periodic solution within a wider range of mission parameters rather than enforcing a single value.

5.6 Additional Initial Conditions

While the findings presented thus far are encouraging, there are insufficient samples to yield

statistically significant conclusions contrasting the two shooting methods. In an attempt to close

this gap, a small Monte Carlo analysis is performed. An additional 300 initial conditions are tested

by both the cartesian and the orbital element shooting methods. Once a solution is found or the

solver terminates, the solutions are propagated for ten orbits and the resulting position error for

each solution is saved and plotted in Figure 5.7.
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Figure 5.7: Average Percent Error of Solutions using the Cartesian LPE and OE LPE

Figure 5.7 provides further evidence of the advantages posed by the orbital element shooting

method over that of the traditional cartesian approach. Of the 300 initial guesses, the orbital

element shooting method consistently discovers orbits that are closer to periodic than its cartesian

counterpart with an average position error of approximately 3 meters versus the hundreds of meters
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found via the cartesian method. This result further supports the idea that by searching for periodic

orbits in a orbital element space can offer more accurate solutions using fewer initial guesses.



Chapter 6

Application III: Gravity Field Estimation and Filtering

6.1 Overview

In the past two decades, small-body exploration has blossomed into a major research focus

for interplanetary exploration. Missions like Hayabusa2, Psyche, DAWN, OSIRIS-REx, Janus, and

others have demonstrated this priority and the corresponding need for enhanced tools to enable

the rapid and safe exploration of these interesting targets (123; 124; 125; 126; 127). For each

mission, it has been, and will continue to be, imperative that scientists and engineers prioritize

the determination of a reliable gravity field model. These gravity models form the basis from

which planetary scientists can build an intuition about the body’s density distribution and surface

properties, and by which dynamicists and mission designers can build trajectories that leverage the

natural dynamics of the system (72; 128; 69).

Traditionally these gravity models are constructed by first assuming the body in question can

be modeled as a point-mass, i.e. the body in question is infinitely small, perfectly spherical, and

homogeneous in density. These assumptions are often adequate for placing a spacecraft in an initial,

high-altitude orbit around the body, but they quickly become problematic as more nuanced mission

operations begin. Specifically, as spacecraft enter lower-altitude orbits, each of the assumptions

begin to break down. For one, asteroid shapes are often not spherical. Consider the asteroids Eros

or Itokawa which both exhibit particularly irregular geometries. Moreover, asteroid densities are

not necessarily homogeneous as shown from recent OSIRIS-REx data (44). Taken together, these

irregular shapes and inhomogeneous densities produce non-uniform gravity fields which, in turn,
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yield highly non-keplerian motion.

It is important to capture these gravitational perturbations, particularly before the space-

craft enters lower orbits or attempts a landing. To accomplish this, dynamicists must turn to

other, alternative gravity models. For ground-based simulation, dynamicists often use the poly-

hedral gravity model (5) which leverages a polyhedral shape model of the asteroid to compute

the gravitational potential and acceleration assuming the body has constant density. This ap-

proach provides a considerably more accurate gravity model than the prior point mass model, but

it comes with two caveats. First, not all asteroids have constant density. Such findings were re-

cently demonstrated from the gravity science team on OSIRIS-REx which revealed the asteroid

Bennu has heterogeneous mass distributions (44). While the polyhedral gravity model can accom-

modate inhomogeneous density profiles, these profiles are challenging to estimate uniquely (73).

The second, and arguably larger, disadvantage of the polyhedral gravity model is its computational

requirement (87). High-fidelity shape models of asteroids can contain hundreds of thousands of ver-

tices and facets which must be looped over at each propagation timestep. This can make it quite

challenging to compute accelerations both in ground-based simulations and on-board spacecraft.

The alternatives to the polyhedral gravity model are the popular spherical harmonics gravity

model (2) or its close cousin, the ellipsoidal harmonics gravity model (3). These gravity models

provide slightly more forgiving assumptions about the body in question and represent the gravity

field as the superposition of harmonic basis functions—the three-dimensional analogs to a Fourier

series. These harmonics can provide a more representative estimate of the true gravity field than

a point mass model, and they are most commonly expanded to relatively low degree and order to

maintain computational tractability. These truncated low-order models make spherical harmonics

easier to include within an orbit determination pipeline where the harmonic coefficients can be

directly estimated over the mission lifetime.

Despite this, these harmonic gravity models are not without their own disadvantages. For

one, these harmonics models rely on the assumption that the spacecraft will remain in orbit outside

of the bounding sphere or ellipsoid. For missions that seek to land on the surface, or merely
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attempt closer flybys of the object, this assumption can be operationally limiting. Moreover,

these harmonic models are extremely inefficient at capturing discontinuity. Large gravitationally

perturbing features like craters, boulders, mountain ranges, etc. can require hundreds-of-thousands

of harmonics superimposed together before they are represented accurately (87). The harmonic

coefficients can also be difficult to regress, requiring dense sampling requirements at low-altitude

for observability.

As discussed throughout, the Physics-Informed Neural Network gravity model (PINN-GM)

offers a compelling alternative to representing the gravity field of small-bodies. By learning, rather

than prescribing, basis functions, the PINN-GM is able to produce high-fidelity gravity models

without making any assumptions or imposing operational limits on the mission. While the PINN-

GM offers a compelling solution to the gravity modeling problem given frequent training data, little

research has been conducted to investigate how the PINN-GM performs when trained on realistic

flight paths or online within an orbit determination pipeline. This chapter aims to fill these holes,

investigating how well the PINN-GM can estimate the gravity field of the asteroid 433-Eros in-situ.

6.2 Offline Estimation

The PINN-GMs evaluated thus far assume that a prior gravity model exists from which train-

ing data can be generated. This assumption makes it easier to explore the model’s sensitivity to

data distribution, quantity, and measurement error, but fails to provide insight into how these mod-

els would perform when trained with data collected from following realistic flight paths. Consider

a scenario where a spacecraft enters orbit around an asteroid for the first time. In this setting, no

high-fidelity gravity model exists from which training data can be generated, so dynamicists must

rely on a orbit determination pipeline to estimate positions and accelerations in-situ. This can be

accomplished in one of two ways. First, the PINN-GM can be trained offline using estimates of

the position and accelerations taken from an entirely decoupled filter. Alternatively, the PINN-

GM can be directly embedded into the filter itself, assisting in the estimation of the position and

acceleration directly, and using those estimates as training data online. This chapter investigates
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both options, beginning with the offline case. Specifically, this section investigates the accuracy

with which a PINN-GM-II can regress the gravity field of the asteroid 433-Eros following the flight

path of the spacecraft NEAR-Shoemaker.

The NEAR-Shoemaker spacecraft entered orbit around 433-Eros on February 14, 2000 begin-

ning a year long campaign comprised of 24 increasingly close orbits used to study the asteroid (72).

A sample of these trajectories are plotted in Figure 6.1.
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Figure 6.1: A random selection of NEAR-Shoemaker science orbits around 433-Eros
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This experiment begins by assuming that only the gravitational parameter has been es-

timated, and an erroneous acceleration estimate is collected and stored once every 10 minutes

during the mission lifetime. These assumptions are supported from two articles, References (129)

and (91). The former article demonstrates that high-order gravitational accelerations can be di-

rectly estimated in a on-board filter as part of the state using high-order forms of dynamic model

compensation. The latter article provides justification for the 10 minute cadence between state

estimates in asteroids settings. These noisy acceleration estimates are generated by first calculat-

ing the true acceleration at the current spacecraft position, and then adding an error vector with

a magnitude equal to 10% of the true acceleration magnitude in a random direction. It is worth

emphasizing that this choice results in higher acceleration errors when the spacecraft is closer to

the asteroid than when it is far away. While this choice is not necessarily reflective of true filter

estimates and evolving covariances, it provides a challenging dataset that can be used to highlight

the strengths and weaknesses of different gravity field recovery strategies.

The experiment progresses by generating the corresponding position and noisy acceleration

data along the ephemeris of NEAR-Shoemaker. Each time the spacecraft transitions to a new

orbital configuration, of which there are 24, all previously stored acceleration estimates are then

used in a batched least squares algorithm to estimate three different spherical harmonic models of

degree and order 4, 8, and 16 respectively. Likewise, a PINN-GM-II with the ALC cost function is

also trained on this data and is given 7,500 epochs to converge.

There exists a rich body of literature discussing more advanced algorithms to estimate high-

degree spherical harmonic models (130; 131; 132; 133). The choice to use a traditional least squares

approach rather than these alternative algorithms is purposeful. Many of these more sophisticated

algorithms rely on embedding heuristic insights about the structure of the spherical harmonic co-

efficients into the regression (e.g. using Kaula’s rule for ridge regression), or they rely on the

assumption that the expected measurement error has a mean of zero. Because the zero mean error

requirement is not satisfied in this problem, and because the PINN-GMs are not given any addi-

tional user heuristics, traditional linear least squares regression is chosen to yield a more balanced
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comparison between these two model types.

Figure 6.2 plots the acceleration percent error produced by each intermediate model as the

spacecraft progresses through the mission. The model error is calculated by evaluating each model

on 20,000 randomly distributed test data within each of the three major distributions shown in

Figure 3.20 (exterior, interior, and surface). The lines corresponding to each test dataset distri-

bution are plotted as solid, dashed, and dotted linestyles in the figure respectively. In addition,

the altitude distribution of the spacecraft in each of the 24 orbits is shown as black violin plots

to demonstrate at what point in time the spacecraft is close to the body and when it is far away.

Note that some of the resulting curves/linestyles exceed the y-bounds of the figure due to their

high error.
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Figure 6.2: Error of Regressed PINN-GM Gravity Model of Eros without Ejecta

Figure 6.2 presents both advantages and drawbacks to using the PINN-GM-II for gravity

field estimation. Early in the mission lifetime, when the spacecraft orbits at high-altitude, the

low-degree spherical harmonic model performs best. This is not surprising, as low-degree spherical
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harmonic models are quite well-suited to represent this orbital regime where small wavelength

features are heavily attenuated. In contrast, the PINN-GM-II originally struggles to converge in

these high-altitudes as this generation model does not yet include the design changes to assist with

numerical conditioning at high altitudes.

After approximately 60 days in orbit, the PINN-GM-II does begin to produce more robust

models of the interior and surface gravity field than the spherical harmonic models. After 250

days in orbit, the PINN-GM also produces a more accurate model of the exterior gravity field

than spherical harmonics. These results are attributed to the spacecraft’s lower-altitude flybys

of the asteroid. Because the PINN-GM-II cost function is sensitized to low-altitude data, these

relatively brief low-altitude passes can make sizable improvements to the PINN-GM accuracy. This

is best demonstrated in the near constant modeling error from day 170 to 240 for which the orbits

maintained approximately the same minimum altitude. As soon as the spacecraft had a closer

approach starting on day 240, the modeling error for the exterior distribution drops by nearly an

order of magnitude from the new low-altitude pass. This effect is again seen on day 330.

Another interesting feature of Figure 6.2 is how the low degree spherical harmonic models

outperform the high degree spherical harmonic models. Multiple factors contribute to this result.

Foremost, the least squares algorithm does not have a way to filter out the error included within the

acceleration estimates. A weighted least squares algorithm could be used instead, but such choice

assumes that the error in the measurement is of zero mean for the solution to be optimal. This

assumption is not true in this experiment. Second, because the high-degree models have greater

modeling capacity than their low-degree counterparts, they are more susceptible to incorporating

these errors in their solution, thereby producing a more erroneous fit when run on the test set. En-

couragingly, the PINN-GM gravity model is not sensitive to these acceleration errors. By including

the additional physics constraints in the cost function, the model remains desensitized to the error,

similar to what is shown in Chapter 3.2.5.

Given the PINN-GM-II’s sensitivity to the low altitude training data, a second experiment is

proposed which seeks to exploit this phenomenon. The second experiment supplements the original
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training dataset with infrequent acceleration estimates produced by particles tracked between the

surface of the asteroid and the Brillouin radius (via ejecta events or gravity poppers). A total of 504

additional acceleration estimates are sampled from this range and are evenly distributed across the

entire mission duration. This choice attempts to produce similar conditions to those found during

the OSIRIS-REx mission in which a minimum of 600 particle observations were used to update the

high-degree spherical harmonic coefficients (89).

By including these additional 504 measurements over a year-long mission, the PINN-GM=II

achieves remarkably better performance than the spherical harmonics — converging to < 10% error

within 10 days, and < 1% error after only 100 days (see Figure 6.3) — feats never accomplished

by spherical harmonics over the entire mission lifetime. This rapid convergence suggests that if a

mission could actively search for additional ejecta events near the surface of the body or artificially

generate them via gravity poppers, the time necessary to characterize an asteroid’s gravity field

could be reduced by an order of magnitude, saving valuable mission time and resources to be

repurposed for closer approaches and additional science opportunities. Together, these results

demonstrate how the PINN-GM is able to learn a model of the true field that is substantially more

accurate and faster to converge than both its low- and high-degree spherical harmonic counterparts.

6.3 Online Estimation

The former experiment assumed that an independent orbit determination pipeline provided

estimates of the spacecraft position and acceleration to then be used by a PINN-GM for training.

While this approach is not intrinsically problematic, it remains an open question how the PINN-

GM could be included within the orbit determination pipeline itself. Specifically, there currently

exists no literature that shows how PINNs can be incorporated into filters and used to update the

spacecraft state, covariance, and PINN-GM in-situ. This section seeks to address this gap, showing

how a PINN-GM can be leveraged and trained within a Kalman filter. The performance of learned

PINN-GM is then compared to traditional models in a small-body scenario around a heterogeneous

density asteroid.



137

6.3.1 Kalman Filter

Traditionally, orbit determination pipelines leverage tools like Kalman filters. Kalman filters

are online algorithms used to estimate relevant spacecraft state and environmental parameters given

uncertain measurements (134). A comprehensive outline and derivation of the Kalman filter can

be found in Reference (135), but the general framework is outlined here for convienence:

(1) Initialize the filter with an initial reference state x0, the initial state deviation / error

∆x0, the initial state covariance P0, process noise covariance matrix Q, measurement noise

covariance matrix R.

(2) Obtain a measurement yi

(3) Propagate the reference state and state transition matrix (STM), Φ(ti, ti−1) to the time of

the measurement through the differential equations

ẋ =

[
ẋ, ẏ, ż, ẍ, ÿ, z̈

]T
, Φ̇ =

∂ẋ

∂x
Φ (6.1)

where ẍ, ÿ, z̈ correspond to the perturbing accelerations like gravity, solar radiation pressure,

and/or thrust vectors.

(4) Use the STM to evolve the state error and the covariance matrix in time using:

∆x−i = Φ∆x+i−1 (6.2)

P−
i = ΦP+

i−1Φ
T +Qi (6.3)

(5) Update the state error and covariance matrix using information gathered from the mea-
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surement through:

ri = yi − ŷi (6.4)

Hi =
∂h

∂x

∣∣
xi

(6.5)

Ki = P−
i H

T
i (HiP

−
i H

T
i +Ri)

−1 (6.6)

∆x+i = ∆x−i +Ki(ri −Hi∆x
−
i ) (6.7)

P+
i = (I−KiHi)P

−
i (I−KiHi)

T (6.8)

where h is the measurement function.

(6) Repeat for each incoming measurement

A few brief comments on the Kalman Filter. First, the Kalman filter algorithm typically

leverages analytic forms of the equations of motion (EOM) such that the partial ∂ẋ∂x can be computed

and used for the propagation of the STM. This is one of the many reasons that low-degree spherical

harmonics gravity model are popular in this framework. The partials of the equation of motion

can be derived analytically, and once programmed, can be efficiently evaluated. While an analytic

form of the gravity field is convenient for this reason, it is not explicitly required, as the jacobian

of the EOM can also be computed numerically through finite differencing. This simply comes with

the cost of additional compute cycles and numerically truncated accuracy.

Second, the Kalman filter incorporates dynamical uncertainty into the state estimate through

the process noise matrix Qi. Qi inflates the covariance matrix to avoid the filter from growing

overconfident in its state estimate. The cost of this choice, however, is that any unmodelled

dynamical signals that may exist beneath the noise floor will begin to lose observability. To avoid

this possible loss of information, a different characterization of the process noise can be used referred

to as dynamic model compensation.
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6.3.2 Dynamic Model Compensation

Dynamical model compensation (DMC) assumes that there is some dynamical structure

to the process noise that can be estimated over time and potentially exploited to reconstruct

unmodelled dynamics. This is accomplished by assuming that there exists an underlying time-

correlation between samples of the noise that can be modelled with as a first-order Gauss-Markov

process:

ẇ = −1

τ
w (6.9)

where w is the noise vector, and τ is a characteristic time scale of the process. Using this assumed

dynamic model, the noise vector can be added to the original state and estimated over time. If the

researcher prefers not to impose dynamical structure to the noise, the system can also be modeled

with a zero-order hold approximation ẇ = 0 such that the filter is directly estimating the residual

between the observed dynamics and the current equations of motion. More information regarding

DMC can be found in Reference (129).

While DMC is most often employed to resolve unmodelled dynamics in spacecraft components

like thrusters firing, it can also be used to estimate other accelerations like high-order gravitational

perturbations. This section proposes using a zero-order DMC method (ẇ = 0) to estimate the

unmodelled gravitational accelerations alongside the spacecraft position. Together, these estimates

can form intermediate sets of training data from which a PINN-GM can be trained.

6.3.3 PINN-GM Kalman Filter

This section introduces the PINN-GM Kalman Filter (PINN-GM-KF), which provides the

first demonstration of how to fully integrate PINN-GMs into classical orbit determination frame-

works. A architectural glance of this framework is shown in Figure 6.4. The PINN-GM Kalman

filter works by using an untrained PINN-GM-III within the EOM of the filter, and uses zero-order

DMC to accumulate “observations” of the unmodelled gravitational accelerations at the estimated

spacecraft position. When a sufficient number of position and acceleration data are accumulated,
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Figure 6.4: PINN-GM Kalman Filter

the PINN-GM can update its current model using stochastic gradient descent for a fixed number

of epochs, and immediately redeployed into the filter’s EOM.

Explicitly, as the spacecraft orbits the celestial body in question, the zero-order DMC will

use the measurements (e.g., natural feature tracking, range and range-rate, etc.) to estimate the

spacecraft position x̄, velocity v̄, and any accelerations not captured by the current dynamics

model w = δā. Consequently, these residuals in the dynamics can then be added to the PINN-

GM’s current estimate of the acceleration at estimated position, a(x̄), to produce the best estimate

of the true acceleration a through

a(x̄) = ā(x̄) +w (6.10)

Together, the estimated position x̄ and corrected acceleration vector a(x̄) then form an inter-

mediate sets of training data for the PINN-GM. Note how the parameters of the PINN-GM are

not represented as part of the state and estimated directly. This choice is purposeful, as it could

lead to an exorbitantly large state vector depending on the size of the network, leading to pro-
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hibitively expensive operations, particularly given the necessary covariance matrix inversions. By

leaving the network to be updated using traditional machine learning techniques like stochastic

gradient descent, the PINN-GM-KF avoids matrix inversions and can be updated at a frequency

and computational expense level deemed appropriate by the navigation team.

As highlighted earlier, Kalman filters require a way to propagate the STM forward in time

to then be used for updating the covariance and state error. This requires a way to compute the

Jacobian of the equations of motion, ∂ẋ∂x . One might assume that when a PINN-GM is used within

the EOM, the Jacobian must be computed numerically. However, the PINN-GM-KF enables the

Jacobian to be computed exactly thanks to automatic differentiation as covered in Chapter 2 and

leveraged in Chapter 5. This ensures that the PINN-GM-KF maintains the same high-accuracy and

rapid executability of a traditional filter while using a more accurate and flexible gravity model.

Multiple advantages exist by leveraging a PINN-GM within the filter’s EOM rather than a

spherical harmonic model. Foremost, PINN-GMs are not prone to the same regressive difficulties

as spherical harmonics. Spherical harmonics require carefully distributed data to estimate high-

order frequencies, and the the signal of these frequencies are extremely difficult to detect from

high-altitudes. By using a PINN-GM instead, many of these challenges can be circumvented, as

the PINN-GM can be trained with arbitrarily distributed data; iteratively improving its model

based on where new information is gathered.

Another advantage of using the PINN-GM Kalman filter comes in the form of its efficient

state representation. When using spherical harmonics models to represent an unknown gravity

field, dynamicists must append many spherical harmonic coefficients to the state vector to then be

estimated. This increases the dimensionality and corresponding computational burden on the filter.

For context, estimating a simple degree and order 4 spherical harmonic gravity model requires an

additional 26 additional state variables. This computationally penalty of this growth is exacerbated

when considering the covariance matrix and associated matrix inversions required for the time

update. The PINN-GM Kalman filter, in contrast, only requires appending three acceleration state

variables, w, thereby maintaining a relatively small state space and computational efficiency.
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Finally, the PINN-GM is uniquely designed to handle erroneous training data. As shown with

the PINN-GM-II, the network cost function can be augmented to include additional differential

constraints to ensure that the regressed model does not incorporate non-physically measurements

into its solution. By requiring the PINN-GM to satisfy properties like ∇2U = 0 and ∇×∇U = 0,

this model avoids accidentally incorporating non-conservative perturbations captured by DMC from

corrupting the regressed model.

6.4 Problem Setup

Using the PINN-GM-KF framework, a small-body scenario is proposed where a spacecraft

enters orbit around the asteroid 433-Eros and the quality of the learned PINN-GM is assessed.

The spacecraft dynamics are influenced by the gravitational perturbations of the asteroid, solar

radiation pressure, and 3rd body effects from the Sun. The spacecraft is assumed to have onboard

sensors and algorithms capable of resolving noisy measurements of relative position with respect

to the body to approximately 1 meter precision.

Asteroid Gravity Model

For this scenario, the truth gravity field is constructed by superimposing three mass hetero-

geneities over a constant density polyhedral model. Specifically, a under-dense region is carved out

of the center of the asteroid, and two over-dense regions are added to the two lobes of the asteroid.

The over-dense mass elements are placed symmetrically about the center of the asteroid and the

masses are chosen such that the center of mass and bulk properties / gravitational parameter of the

asteroid remain fixed. The resulting heterogeneities are shown in Figure 6.5. This configuration is

chosen to showcase how existing analytic models fail to capture heterogeneities. Figure 6.6 provides

a visual depiction of this phenomenon, showing the error of a point mass gravity model approxi-

mation, a spherical harmonic model of degree and order 16, and a polyhedral gravity model with

a constant density assumption. These models are considered “perfect”, i.e. given the assumptions

of each model, the plotted results are the most accurate solutions that can be regressed. These
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models will serve as baselines for the PINN-GMs trained within the PINN-GM-KF.

Figure 6.5: Heterogeneities of Asteroid

Initial Conditions

The spacecraft is placed in orbit about the heterogeneous density asteroid with the initial or-

bital elements specified in Table 6.1. The asteroid is located 1.0 AU from the sun, has a gravitational

parameter equal to 446310.441 m3/s2 and rotates with a frequency of 3.318E-4 rads/s. The initial

state is propagated for three orbit periods (corresponding trajectory shown in Figure 6.7), and

position measurements are collected once every 60 seconds. The initial state, covariance, process

noise matrix, and measurement noise matrix used to initialize the filter are listed in Table 6.2.
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Figure 6.6: Top Row: The true heterogeneous density asteroid gravity field accelerations assessed
along cartesian planes from [−2R, 2R]. Bottom Rows: Acceleration percent error for different
gravity models capped at 10% error.
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Table 6.1: Initial orbital elements

a [m] e [-] i [deg] ω [deg] Ω [deg] M [deg]

34,000 0.35 45 48.2 347.8 85.3
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Figure 6.7: Spacecraft trajectory about the asteroid

6.5 Metrics

Four metrics are proposed to characterize the accuracy of the PINN-GM trained within the

PINN-GM-KF. The first metric assesses the average acceleration percent error of the learned gravity

model along the three cartesian planes (XY, XZ, YZ) extended between [-2R, 2R] where R is the

radius of the asteroid. The field is evaluated on a 100x100 grid of points along each plane, and the

average percent error is computed as

P =
1

N

N∑

i=1

|atrue − aPINN|
|atrue|

(6.11)

The second and third metric evaluate the average acceleration percent error as a function

of altitude. In this case, 1,000 data point are sampled from 0-3R, and the percent error of the

acceleration vector is computed at each point. The average error within the Brillouin sphere 0-1R

is computed and referred to as the interior error, and the average error outside the Brillouin sphere

(1R-3R) is referred to as the exterior error.
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Table 6.2: Initial state, covariance, process noise matrix, and measurement noise matrix

State Value Unit
x0 [-19243.60, 21967.51, 17404.75] [m]
v0 [-2.9396, -1.1707, -1.7654] [m/s]
w0 [0 , 0, 0] [m/s2]
Px0 diag([100, 100, 100]) [m2]
Pv0

diag([0.01, 0.01, 0.01]) [m2/s2]
Pw0 diag([1E-14 , 1E-14, 1E-14]) [m2/s4]
Q diag([1E-14, 1E-14, 1E-14]) [m2/s2]
R diag([1E-3, 1E-3, 1E-3]) [m2]

The fourth metric evaluates the accumulated trajectory propagation error over one orbital

period for four distinct orbits through:

S =
4∑

i=0

∫ T

t=0
∆Xi(t)dt ≈

4∑

i=0

N∑

j=0

∆Xi(tj) (6.12)

This provides a broad assessment of the generalizability of the learned gravity model to different

orbital regimes. The four orbits tested are reported in Table 6.3.

These metrics are evaluated for the three most common gravity models — point mass, spher-

ical harmonics, and polyhedral — and are reported in Table 6.4. Of the analytic models, it is clear

that the polyhedral gravity model is the most robust option, with an average error in the cartesian

planes of 2.6% and an average error of less than 5.6% within the Brillouin sphere. The spherical

harmonic model is the next best option; however, the average error over the cartesian planes is

heavily biased by the diverging behavior within the Brillouin sphere. Instead, the spherical har-

monics true utility is in the higher altitude regimes > 1R for which the average error is 0.85%.

The trajectory experiment furthers these conclusions, showing how the polyhedral gravity model

accumulates 234 kilometers of error over the four orbits, whereas the spherical harmonics and the

point mass model are approximately 4 to 20 times worse.

Orbit a [m] e [-] i [deg] ω [deg] Ω [deg] M [deg]
Inclined Low-Altitude 34,000 0.001 45 48.2 347.8 85.3
Equatorial Low-Altitude 34,000 0.001 0 0.0 180.0 85.3
Polar Low-Altitude 34,000 0.001 90 48.2 347.8 85.3
Polar High-Altitude 68,000 0.001 90 48.2 347.8 85.3

Table 6.3: Orbits for Trajectory Metric
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Model Planes % Interior % Exterior % dX Sum [km] Time [s]

Point Mass 24.8 50.4 2.52 4304.6 0.06
Sph. Harm. (l = 16) 1.7E8 1.3E6 0.85 946.9 0.09
Polyhedral 2.7 5.6 0.24 234.1 106.02

PINN PM-Init 8.1 17.8 2.91 2197.0 22.7
PINN Poly-Init 0.51 1.57 0.07 40.4 34.1

Table 6.4: Table of the metrics for the standard gravity models.

6.6 Experiments

Two experiments are proposed to characterize the performance of the PINN-GM-KF. First

is a hyperparameter experiment that investigates which parameters of the PINN-GM-KF have the

greatest impact on the learned gravity model quality. The second experiment investigates the

impact of the orbit geometry on model performance.

6.6.1 Hyperparameter Search

There is considerable design choice when determining when to train the PINN-GM within

the Kalman filter which can be represented in the form of hyperparameters. Specifically, the

hyperparameters studied in this experiment are listed in Table 6.5 and can be separated into two

groups: the PINN-GM parameters and the EKF parameters.

The PINN-GM parameters include the learning rate, mini-batch size, epochs, measurement

batch, and loss function. The learning rate dictates the step size of the gradient descent update

for the network. Small values are associated with slower learning, but more stable gradient descent

whereas large learning rates can lead to faster learning that may be less stable. The mini-batch

size determines how many data are used to compute an estimate of the gradient. Large mini-

batch sizes are more representative of the true cost landscape and corresponding gradient, but can

lead to local minima whereas small batch sizes can lead to a more stochastic search of the cost

landscape helping to escape local minima. The number of epochs are how many times the dataset

is iterated over. Too many epochs can lead to overfitting to the training data, whereas too few
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can lead to underfitting. The measurement batch dictates how many position and acceleration

estimates are required before updating the PINN-GM. The filter can be configured to train the

PINN-GM after every measurement update, or it can be configured to train the PINN-GM after

every n measurement updates. The former is more computationally expensive, but immediately

integrates new information of the system into the dynamics model, whereas as the latter is more

computationally efficient, but prolongs the period in which the filter is using an erroneous model.

For filters which are better suited to capture non-linear dynamics and modeling errors (extended

and unscented Kalman filters) the later concern may be less important, but for filters like the

traditional Kalman filter which are more sensitive to modeling errors, the former may be more

appropriate. Finally, the loss function is the function used to compute the error between the

network prediction and the training data. Past work with the PINN-GM highlights how single

physics-informed loss constraints can lead to more accurate models in the presence of perfect data,

whereas multiple physics-informed loss constraints can lead to more robust models in the presence

of noisy data.

Hyperparameter Values

q [1e-9, 1e-8, 1e-7]
Epochs [10, 100, 1000]
Learning Rate [1e-4, 1e-5, 1e-6]
Mini-Batch Size [256, 2048, 32768]
Measurement Batch [1024, 2048, 4096]
Training Fcn [A, AL]
Measurement Quality [Perfect, Noisy]
PINN Init [Point Mass, Polyhedral]

Table 6.5: Hyperparameters

The hyperparameters specific to the EKF are the process noise and measurement noise. The

process noise is used to account for unmodelled dynamics and ensure the filter does not become

overconfident in the state estimate. A large process noise magnitude will provide more conservative

state estimates with greater uncertainty bounds, whereas small amounts of process noise will have

more precise state estimates that could potentially be overconfident. Similarly the measurement
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noise is used to tune how much uncertainty to place on the incoming measurements. Large amounts

will cause the filter and corresponding state estimates to rely more heavily on the dynamics, whereas

small amounts will encourage the filter to override the expectation of the dynamics and place greater

weight on the incoming measurements.

The last hyperparameter is the PINN initialization scheme. Two initialization options exist:

(1) a point mass initialization and (2) a polyhedral initialization. For the point mass initialization,

the PINN-GM is trained under the assumption that the bulk parameter of the asteroid has been

estimated a-priori. This assumes ground-based radar measurements have produced a coarse shape

model of the asteroid, and its composition / class has been assessed from spectroscopy. With this

information, the PINN is pre-trained to arbitrarily levels of precision with artificial data generated

by a point mass approximation. This choice, combined with design choices introduced in PINN-

GM-III, guarantees that the PINN-GM produces an estimate of the gravitational dynamics that is

no worse than the point mass gravity model 1 .

The polyhedral initialization is a more optimistic initialization. In this case, the PINN-GM

is trained under the assumption that the asteroid has been characterized with a high-fidelity shape

model. Specifically, the PINN-GM is pre-trained on a constant density polyhedral gravity model

to arbitrary levels of accuracy. Note that the polyhedral will not be accurate due to the constant

density assumption, so the responsibility of the PINN-GM becomes to learn the discrepancies

between the constant density assumption and the true heterogeneous density distribution.

Two hyperparameter searches are performed. The first hyperparameter experiment studies

the ideal circumstances for training the PINN-GM-KF. The search assumes that perfect position

measurements exist, and that the PINN-GM is initialized / pre-trained with a constant density

polyhedral model. In contrast, the second hyperparameter search is conducted assuming that only

noisy measurements exist, and the PINN-GM is only initialized with the point mass approxima-

tion. The corresponding results are plotted for the best and worse cases in Figures 6.8 and 6.10

1 Recall that the PINN-GM-III embeds the point mass approximation directly into model, such that the model is
guaranteed to converge to a point mass solution in the limit of r → ∞
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respectively.

Hyperparameter Results

Figure 6.8 demonstrates that there exist many hyperparameter combinations of the PINN-

GM-KF for which the learned PINN-GM outperforms the best point mass, spherical harmonic, and

polyhedral gravity models across all three baseline metrics. In the case of the planes metric, the

PINN-GM achieves errors as low as 0.51%, a 80% improvement over the constant density polyhedral

model. In the trajectory experiment, the best performing model accumulates approximately 40 km

of error, nearly an order of magnitude less error than 230km of the constant density model. Inside

the Brillouin sphere, the PINN-GM achieves an average error of 1.57% in contrast to the 5.6% of

the constant density polyhedral model, and outside the sphere the error is as low as 0.07% rather

than the original 0.24%.

In this more challenging and realistic scenario of Figure 6.10, where the PINN-GM-KF only

has access to noisy measurements and a point mass approximation, similar results are shown. For

nearly all hyperparameter configuration, the PINN-GM trained within the filter achieves consider-

ably better performance than the point model it is pre-trained on. For the planes experiment, the

PINN-GM achieves a lowest average error of approximately 8.1% average error, whereas the point

mass baseline is 24.8% — a 67% improvement. Inside the Brillouin sphere, the error decreased

from 50.4% to 17.8%. Outside the Brillouin sphere, the error did increase from 2.5% to 2.91% —

an effect that is currently attributed to the noisy measurements. Despite this increase in error,

the trajectory experiment the point mass model accumulates approximately 2200 km of trajectory

error across the four orbits whereas the PINN-GM accumulates 4300 km. While the PINN-GM

pretrained on the point mass model does not perform as well as the polyhedral model, this still

demonstrates a sizable improvement in the gravity model performance over a mere three orbits,

suggesting it can be used as an intermediate solution until a shape model is resolved, at which

point the model can be retrained with the available data to achieve performance on par with the

polyhedral initialization.
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Figure 6.8: Hyperparameter search of the PINN-GM initialized with the constant density polyhedral
model.

2.7±4.5 (250.0)

(a) PINN-GM before training.

0.2 0.4 0.6 0.8 1.0

Acceleration Percent Error ×101

0.51±1.2 (29.0)

(b) PINN-GM after training.

Figure 6.9: Best performing PINN-GM initialized with constant density polyhedral gravity model
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Figure 6.10: Hyperparameter search of the PINN-GM initialized with the point mass model.
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Figure 6.11: Best performing PINN-GM initialized with point mass gravity model
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These hyperparameter searches demonstrate that the PINN-GM-KF is most sensitive to the

size of the measurement batch size. Larger measurement batches ensure that the PINN-GM-KF

has enough data to accurately constrain the network during gradient descent. Smaller measurement

batches can still produce reliable models, however, this requires smaller learning rates to ensure

the model does not accidentally descend into a local minima. There also exist hyperparameter

configurations for which the learned PINN-GM performs worse than the baselines. In particular,

large learning rates with small batch sizes and many training epochs are prone to decreasing model

accuracy. Small batch sizes paired with large learning rates are generally frowned upon, for reasons

previously mentioned, so this matches expectation. These results suggest that less frequent updates

with larger batch sizes will generally be considered the safer choice.

These results are particularly encouraging given the constraints placed on the experiment.

These hyperparameter searches are conducted over only three orbits with measurements of the

position taken once every minute. This totals to less than 3,000 data points, and yet even given

these relatively sparse and noisy data, the learned PINN-GM is capable of improving its performance

in each case.

6.6.2 Sensitivity to Orbit Geometry

The final experiment studies how the learned PINN-GM performance is effected by the initial

orbit geometry. In particular, this study investigates how sensitive the learned PINN-GM solution

is to the altitude and eccentricity of the initial orbit. Explicitly, the spacecraft’s initial semi-major

is varied between 2R and 3R in increments of 0.1R, and its eccentricity is varied between 0.0 and

0.5 in increments of 0.05. These values are chosen to ensure that no orbit ever intersects the surface

of the asteroid. The PINN-GM-KF tested is initialized with the polyhedral model using the best

hyperparameters found in Figure 6.10 and is run for three orbit periods for each respective orbit

geometry. The corresponding results of the planes, interior, exterior, and trajectory experiment are

plotted as histograms in Figure 6.12.

Figure 6.12 shows that When the orbit is eccentric, the PINN-GM tends to perform bet-
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ter than in near circular regimes. This is attributed the fact that the radial component of the

acceleration vector experiences the greatest variability and observability of all the components.

Consequently, when orbiting at different radii, the PINN-GM is given a much more diverse set

of training from which in can infer the true field. When the spacecraft orbits at a near constant

radius, the acceleration data will appear more homogeneous and the PINN-GM struggles to resolve

more productive basis functions to represent the entire field. The semi-major axis also plays a role

in model accuracy, as lower altitudes will produce larger gravity signals in the more exotic regimes

helping to constrain a model at both low and high-altitudes. For each geometry, however, the

PINN-GM solution achieves lower error across all four metrics than the constant density polyhe-

dral gravity model on which the PINN-GM was originally trained demonstrating the robustness of

the PINN-GM-KF in a variety of orbital conditions.
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Figure 6.12: Metrics as a function of orbit geometry.



Chapter 7

Conclusions

The Physics-Informed Neural Network gravity model (PINN-GM) is a powerful new way to

efficiently and accurately model complex gravity fields. Unlike past data-driven gravity models, the

PINN-GM blends traditional deep learning techniques with dynamical systems theory to ensure

that the solution learned is encouraged to comply with the underlying physics of the system. These

novel gravity models are powerful without modification; however, additional design improvements

enable greater accuracy, data efficiency, and robustness that is currently unparalleled by other

numerical models. As these models continue to mature, there exist many valuable applications to

which they can be applied including reinforcement learning, orbit discovery, and state estimation.

Explicitly, this thesis demonstrates that the PINN-GM is able to produce high-accuracy

models for the gravity fields of the Earth, Moon, and the asteroid 433-Eros. By learning unique

basis functions, rather than prescribing them, the PINN-GM is able to construct solutions which

use orders-of-magnitude fewer parameters than their conventional counterparts. In turn, these

more compact models are also much faster to evaluate, offering benefits for on-board capabilities

and simulation. The design of these PINN-GMs has considerable impact on their performance

and robustness, as demonstrated through the careful feature engineering, choice of cost function,

enforcement of boundary conditions, and architecture design put forth in this work. In combination,

these design choices ensure that the PINN-GM always produces gravity field estimates are, at worst,

equally performant to the analytic models used today.

In addition to its robust performance, another significant property of the PINN-GM is its
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universality. Until now, no other gravity model could simultaneously avoid assumptions about the

body in question, operate across all orbital regimes, achieve small memory footprints, be rapidly

executable, and maintain exact differentiability. The PINN-GM achieves all of these things without

needing large amounts of unbiased training data to regress. This make the model equally functional

in both large- and small-body contexts. While the PINN-GM is a compelling new solution to this

problem, it should be recognized that this could not have been accomplished without the many

efforts of past dynamicists and their corresponding gravity models. The spherical harmonics and

polyhedral gravity models are foundational to this work and remain important models to the

community. Moreover, the work of authors who study different forms of data-driven models are

equally important to recognize, as they provide further context highlighting how machine learning

can prove to be a valuable tool for astrodynamicists.

The PINN-GM poses a number of advantages for applications within astrodynamics. By

leveraging the PINN-GM within the environments used to train reinforcement learning agents

deployed on spacecraft, researchers can produce higher-quality agents in a fraction of the time

required when using alternative models. For mission designers seeking to identify stable, periodic

orbits around irregularly shaped bodies, the PINN-GM’s differentiability makes it trivial to conduct

this search in a variety of orbital element descriptions. The PINN-GM even finds use in orbit

determination pipelines, and its data efficiency allows for the rapid estimation of a gravity field in

less mission time than current approaches.

While the findings presented in this thesis are encouraging, work remains to establish com-

munal standards for measuring the efficiency and accuracy of a gravity model. This work proposes

experiments that measure average integration error, model accuracy as a function of model pa-

rameters, percent error in the cartesian planes or as a function of altitude, and others; however,

these are not the only ways to measure model performance. It is possible that other researchers

may develop experiments in the future which identify potential pitfalls of this model, and these

alternative measures are welcomed, as they will inform the next generations of gravity models. In

fact, others are already beginning to explore different machine learning methods to solve the gravity
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modeling problem. The work of Reference (7) is of particular note, offering investigations for how

tools like Neural Radiance Fields can supply candidate density distributions and gravity models

when integrated. As machine learning models continue to develop, there will inevitably be more

sophisticated, and likely accurate, ways to produce high-fidelity gravity models that warrant at-

tention. In the meantime, the PINN-GM offer a compelling intermediate solution. With relatively

little modification, these models can be deployed within simulation or even exported to flight code.

Pending thorough testing and validation, these models may one day offer ephemeris-like accuracy

with point mass-like speed.

Beyond the work presented in this thesis, questions remain about how PINNs can be improved

further. For example, it is well known that the ocean tides, ground water reservoirs, and glacial

melt all have detectable effects on Earth’s gravity field. It remains an open question if PINNs

can be designed to capture these temporal variations, and what sorts of science might be enabled

with these data products. Given sufficient data, it is also possible these models can potential help

identify candidate mineral deposits, or resolve geometries of unknown rock formations within the

lithosphere by blending gravitational and magnetic field data. For the planetary scientists, these

gravity models can even offer candidate density estimates for planetesimals thanks to their exact

differentiability and Poisson’s equation.

Beyond planetary science, there are also questions within the machine learning community

that may further benefit these gravity models. For example, how might orthogonality constraints

be leveraged in the learned basis functions? Can larger networks and Fourier feature mapping help

resolve small-scale features with greater ease? Can convolutional structures be embedded within

the model to better preserve geometric information about the gravitational perturbations? There

also remains the important question of how uncertainty be quantified for these models. These

questions, among others, are all worthy of investigation before these models should be considered

fully mature.

Finally, there also exists the much broader set of problems that can potentially benefit from

the lessons gathered through this work. While gravity modeling is interesting dynamical system that
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previously lacked a universal model, many other complex dynamical systems exist that continue to

leverage cumbersome analytics. Within astrodynamics, the force of solar radiation pressure (SRP)

is one such example. SRP is notoriously expensive to represent to high-fidelity; requiring ray-traced

solutions with long compute times, or gross oversimplifications like is found with the cannonball

or flat plate models. PINNs and other machine learning tools could be used to find more efficient

alternatives for these systems as well.

Taken together, PINNs are an exciting tool emerging out of the scientific machine learning

community that hold tremendous potential in their ability to produce high-fidelity dynamics models

of complex systems. This thesis presents one such application for astrodynamicists in the form of

the PINN gravity model. Requiring relatively little training data, PINN gravity models are able to

regress impressively high-accuracy models that can be deployed across a variety of environments

and problems within the community. While the careful curation of these models have offered high

yield thus far, future work remains to realize their full potential. These efforts, among others, may

continue to prove fruitful for the next aspiring dynamicist who shares an enthusiasm for machine

learning.
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Appendix A

PINN-GM-III Training Details

This section aims to highlight the various training and implementation details of the PINN

gravity model. Like the PINN-GM-II, the PINN-GM-III is built around a core network which

shares similarities to a transformer architecture. The network itself is composed of a feed-forward

multilayer perception, preceded by an embedding layer. Skip connections are attached between the

embedding layer and each of the hidden layers, and the final layer uses linear activation functions

to produce the network’s prediction of the proxy potential.

Unlike the PINN-GM-II, all of the experiments tested in this work do not make use of the

multi-constraint loss function. Specifically, in the PINN-GM-II implementation, the loss function

included penalties for ∇2U = 0 and ∇×∇U = 0 in addition to −∇U − a = 0. While the multi-

objective loss function offers value when training networks with noisy data, it is not necessary for

the experiments in this work as the data is noise-free. Appendix B discusses the multi-objective

loss function and this choice in more detail.

The default hyperparameters used to train PINN-GM-III are listed in Table A.1. The net-

work is trained using the Adam optimizer with a learning rate of 0.001. The learning rate is

decayed when the validation loss plateaus for 2,500 epochs. The default batch size is set to 220

although many of the training data sizes are less than this value, so typically the batch size is au-

tomatically reduced to the size of the training dataset. The networks are trained for 10,000 epochs

unless otherwise specified as in Section 3.4. The network is initialized using the Xavier uniform

initialization scheme (83), and the network activation functions are GELU (136). Note that the
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final layers weights are initialized to zero, which heuristically leads to faster convergence and better

performance.

Table A.1: Default Hyperparameters for PINN-GM-III

Hyperparameter Value Hyperparameter Value

Batch Size 220 Activation GeLU

Learning Rate 0.001 Network Architecture Transformer Inspired

Optimizer Adam Non-Dimension. Section 3.3.1

LR Scheduler On Plateau Preprocessing Layers Pines + 1
r

Patience 2500 Epochs Hidden Layer θ Init. Glorot Normal

Loss Function Percent Final Layer θ Init. Zeros



Appendix B

Learning Rate Annealing Algorithm

Reference (1) proposed the use of a multi-objective loss function for the PINN-GM which

leverages knowledge of three constraints: (1) −∇U = a, (2) ∇2U = 0, and (3) ∇ × ∇U = 0

through:

L(θ) =
1

N

N∑

i=0

∣∣∣−∇Û(xi|θ)− a
∣∣∣
2
+
∣∣∣∇2Û(xi|θ)

∣∣∣
2
+
∣∣∣∇×∇Û(xi|θ)

∣∣∣
2

(B.1)

The inclusion of constraints (2) and (3) into Equation (B.1) benefit network performance in the

presence of noisy training data. While this additional robustness is typically welcomed when

training on imperfect datasets, these constraints also present new challenges for network training.

Foremost, these constraints introduce a trade between model robustness and accuracy. Past work

has shown that these constraints can act as a form of regularization and can inadvertently degrade

performance of PINN-GMs when trained on perfect position and acceleration measurements (1).

These constraints also increase total training time as the second order derivatives of the potential

are particularly expensive to compute using automatic differentiation. Finally, the multi-objective

nature of the cost function can lead to competition among terms in Equation (B.1), where one

constraint can dominate the learning process at the expense of the others.

PINN-GM-III proposes multiple modifications to address these challenges. To alleviate some

of the computational cost, PINN-GM-III only leverages the multi-objective cost function for part

of its training cycle. PINN-GM-III begins by only using the −∇Û(xi|θ) − a = 0 constraint. This

allows the network to identify a candidate solution without the large computational cost of the

∇2U or ∇ ×∇U operations. Once a candidate solution is identified, the loss function changes to
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incorporate the Laplacian ∇2U = 0 constraint and continues training1 .

PINN-GM-III also leverages an adaptive learning rate annealing algorithm to change the

weights of the loss components during training to minimize competing objectives. The algorithm

takes inspiration from a theoretical analysis of the learning dynamics of neural networks using

Neural Tangent Kernels to highlight how different components in a loss function can have competing

gradient flow dynamics. Further details of this effect and the annealing rate algorithm can be found

in Reference (137).

To measure the effect of these changes, four experiments are run. First, a PINN-GM-III is

trained with only the −∇U = a constraint for a total of 20,000 epochs. Second, a PINN-GM-III is

trained with both the −∇U = a and ∇2U = 0 constraint for 20,000 epochs without the learning

rate annealing algorithm. Third, a PINN-GM is trained for 10,000 epochs using only −∇U = a

followed by 10,000 epochs with both A and L constraints without the learning rate annealing.

Finally, model is trained with 10,000 epochs using constraint A followed by 10,000 epochs with

constraints A and L with the learning rate annealing algorithm. These experiments are labeled

as “A w/o Adaptive”, “AL w/o Adaptive”, “A+AL w/o Adaptive”, and “A+AL w/ Adaptive”

respectively.

These four experiments are run using 45,000 data randomly distributed between 0 - 3R about

the asteroid Eros. The model error is assessed on a separate test set of 50,000 data points distributed

from 0-10R. The experiment is performed once with no noise in the training data (Figure B.1a),

and again with noise applied — 10% relative error added in a random direction to each acceleration

vector (Figure B.1b).

When noise is not added to the training data, Figure B.1a showcases three noteworthy

behaviors. First, there is no practical drawbacks to pre-training a network with the A constraint,

and later adding additional constraints to the loss function. The green and the red error averages

are nearly identical, which demonstrates that the training time can be considerably reduced by

1 Note that the ∇×∇U = 0 constraint is no longer included within PINN-GM-III because the expression often
evaluates to numbers that near machine precision making its contribution negligible to the loss.
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Figure B.1: Model % error as a function of altitude using different combinations of pre-training
and adaptive learning rate annealing algorithms.
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initially bypassing the computationally expense of ∇2U operation during the beginning of training.

Second, as is consistent with past results, the introduction of the L constraint into the loss function

without the adaptive learning rate algorithm hurts model accuracy. Third and finally, when the

adaptive learning rate algorithm is incorporated, the performance gap between the A and AL

constraints disappears.

Despite the apparent benefit of the adaptive learning rate algorithm, when noise is added

to the training data, Figure B.1b demonstrates a less favorable picture. The AL loss function

without the adaptive algorithm showcases better performance. Consistent with past results, the

AL constraint without the adaptive algorithm is more robust to the noisy data than its isolated

A constraint counterpart. However, when the adaptive learning rate algorithm is introduced, that

robustness is lost and the model error closely tracks that of the singular A constraint. This suggests

that the learning rate annealing algorithm, in this setting, appears to consistently favor or up-weight

the A constraint over the L constraint.

Taken together, these adaptive learning rate annealing algorithm is an interesting method

to circumvent competing objectives in the loss function; however, this demonstrates it can have

inadvertent drawbacks. In the presence of noiseless, perfect training data, the inclusion of this

algorithm offers no immediate disadvantages, and does improve model performance when using a

multi-objective loss function. However, in the presence of noisy data, it is advised to default to the

non-adapting algorithm.



Appendix C

Avoiding Spectral Bias with Fourier Feature Mapping

A well-documented challenge neural networks face is an effect called spectral bias (138).

The gradient flow dynamics of traditional and physics-informed neural networks are known to

preferentially learn low frequencies before high frequencies during training. This bias towards

lower frequencies can lead to excessively slow convergence rates when attempting to model high

frequencies. This problem cannot be ignored when constructing PINN-GMs, particularly when

considering the discontinuous mountain ranges on the Earth, the craters on the surface of the

Moon, or the boulders on the surface of asteroids. The locality and scale of these features manifest

as high frequencies and can require long training periods to be sufficiently regressed.

Multiple research efforts aim to address this bias. One effort proposes the introduction

of a fourier feature mapping layer to aid in making the neural tangent kernel stationary (139).

By randomly projecting the inputs of a neural network into fourier space, it is shown that the

spectral bias can be mitigated if the inputs are projected into the correct range of frequencies.

Another effort extends these findings to demonstrate how multi-scale problems in scientific machine

learning may require multiple projections into fourier space to efficiently learn both high and low

frequency functions (140). Separately, the introduction of Sinusoidal Representation Networks

(SIRENs) proposes exclusively leveraging sine functions for the network activations along with

a principled initialization scheme to construct more compelling implicit neural representations of

complex signals (141).

For PINN-GM-III, a fourier mapping layer is proposed inspired by Reference (139). The
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fourier mapping layer is implemented immediately after the Pine’s projection layer. The values of

s, t, and u are first scaled to exist in [0, 1] and then run through the following mapping:

x̂i =
[
sin
(
2πB

(x)
i,j xj + ϕ

(x)
j

)
, cos

(
2πB

(x)
i,j xj + ϕ

(x)
j

)]
∀i = 1, . . . , N (C.1)

where x ∈ R1×N ∀x ∈ [s, t, u] is the feature to be projected into fourier space, B(x) ∼ N (0, σ2f ) ∈

RNf×1 is the set of random frequencies to projected onto, and ϕ(x) ∼ N (0, 1) ∈ RNf are the phase

offsets of the projection.

There exist many possible initialization schemes for this mapping. The user is ultimately

responsible for deciding how many frequencies to project onto, Nf , the variance of the frequency

distribution, σf , if the frequencies and offsets should be trainable variables or fixed, and if each

feature should have their own frequencies and offsets or if they should be shared for each layer

(i.e. B(s) = B(t) = B(u)). An experiment is run which investigates the increase in model size

versus model performance across these design choices and reported in Table C.1. Each network

was trained on the asteroid Eros using the default hyperparameters, and a σ = 1 is used. The

baseline performance was that of a PINN-GM-III with no Fourier layer and a model capacity of 40

nodes per layer.

Fourier Layer Without Trainable σ and ϕ

Parameters NFF Avg. % Error ∆ Model Size [%] ∆ Avg. % Error

13923 5 0.191 14.84 -24.11
15723 10 0.206 29.69 -18.08
19323 20 0.192 59.39 -23.92

Fourier Layer With Trainable σ and ϕ

13953 5 0.185 15.09 -26.60
15783 10 0.200 30.19 -20.60
19443 20 0.191 60.38 -24.25

Shared Fourier Layer With Trainable σ and ϕ

13933 5 0.185 14.93 -26.40
15743 10 0.208 29.86 -17.61
19363 20 0.195 59.72 -22.42

Table C.1: Hyperparameter search for Fourier feature mapping.
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At best, the PINN-GM-III with a learned fourier mapping reduced average error about the

asteroid 433-Eros from 0-3R by 24% as compared to a base PINN-GM-III without this mapping.

This learned layer does increase the model size (number of parameters in the network) by 14.8%.

Thus, it should be noted that there is an implicit trade introduced between model size and accuracy

through the introduction of these features. Because spacecraft computing resources are typically

quite limited, further work must be conducted to assess if this trade is consistently worth the cost.



Appendix D

Comments on Past Machine Learning Performance

Table 3.4 highlights the general performance of past and present machine learning gravity

models. All values are taken from their corresponding reference, but further context is warranted

as each model assessed accuracy in different ways and on different asteroids. This section aims to

provide relevant details regarding these metrics for completeness.

For the Gaussian process gravity model reported in Reference (45), the number of model

parameters are not explicitly reported, but can be deduced. Gaussian processes are defined by

their covariance matrix and kernel function. The covariance matrix scales as O(N2) and the

maximum number of data points used were N = 3, 600. This suggests that the minimum number

of parameters used in the model is 12,960,000. The accuracy for these models are also reported

at fixed radii from the center of mass for each asteroid rather than across the full domain, so the

values can be considered upper-bounds. Moreover, the model is shown to diverge at high altitudes

hence is not valid globally.

For the extreme learning machine gravity model reported in Reference (6), the model size is

determined by the fact that there are 50,000 hidden nodes in the ELM. The first 50,000 parameters

constitute the random weights connecting the inputs to the hidden layer, and the second 50,000

parameters are the learned weights from the hidden layer to the output layer, totalling to 100,000

total model parameters. The asteroid modeled is 25143 Itokawa. The error in the Reference (6)

is reported in terms of absolute terms rather than relative terms, however using Figure 9 from the

reference, it can be approximated that the relative error varies between 1% and 10%.
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In Reference (46), the neural network gravity model is reported to use 512 nodes per hidden

layer for 6 hidden layers (5122 ∗ 6 = 1, 572, 864 parameters). The paper reports 1,000,000 training

data were generated and divided into an 8:2 ratio between training and testing data, totalling to

800,000 training data. The asteroid investigated is also 433-Eros and the average relative error of

the test set is reported as 0.35% in their Table 3.

For GeodesyNets (7), SIRENs of 9 hidden layers with 100 nodes each are used. Four asteroids

are studied: Bennu, Churyumov-Gerasimenko, Eros, and Itokawa. In their supplementary materials

(Table S4), the relative error about Eros is reported at three characteristic altitudes. At their lowest

altitude, the average error is 0.571% and their highest altitude is 0.146%. In attempts to quantify

error across the entire high and low altitude regime, these values are averaged for the reported

value of 0.359%.

Finally for the PINN-GM-III, the average error reported is taken from Section 3.4.2 Fig-

ure 3.31d. With a 20-node per hidden layer network for 8 layers, trained on 4,096 data points and

trained for 32,768 epochs the model was able to achieve an average relative error of < 0.2% about

Eros.



Appendix E

Pines Algorithm

E.1 Introduction

As the age of large, highly-coordinated satellite constellations grows closer to reality, the need

for fast, analytic orbit propagation is paramount to efficient satellite simulation and planning. To

achieve efficient propagation, however, simulations are often burdened by the fidelity of the gravity

model used. With a coarse gravity model, the simulation may run efficiently, but trajectories are

only valid over short time scales. Alternatively, with a high-fidelity gravity model, trajectories will

become more accurate, but at the cost of slow runtimes – inhibiting larger sensitivity studies or

Monte Carlo analysis.

Explicitly, analytic calculation of the gravitational acceleration imparted by a heterogeneous

mass is a computationally expensive task when using high-fidelity gravity field models. Traditionally

this calculation is done by first representing the gravitational potential as a spherical harmonic series

expanded to a finite degree l and order m, converting this expansion to non-singular representation,

and then taking the gradient to compute the gravitational acceleration. A popular implementation

of this process is Pines’ formulation (84).

Despite its popularity within the astrodynamics community, Pines’ formulation has a high

computational cost – scaling as O(l2) where l maximum degree of the gravity model (see Fig-

ure E.2) (142). For low-fidelity gravity models, this computational inefficiency is negligible, and

the ability to propagate orbits for one or many spacecraft is unaffected. However, when scientists

and engineers use high-fidelity representations of the gravity field like Earth’s EGM2008 model
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Figure E.1: GPGPU enhanced gravity algorithms for high-fidelity astrodynamics software enables
support for high accuracy orbit propagation with lower runtimes.

(reaching degree and order 2160) or the Moon’s model produced by GRAIL (degree 900) – Pines’

formulation can demand millions of computations per timestep to produce the corresponding accel-

eration (53; 143). Consequently, high-fidelity gravity models impose a large computational bottle-

neck for astrodynamics simulation – often requiring trajectory designers and researchers to choose

either simulation speed or accuracy.

A traditional solution to this computational bottleneck is to use a truncated gravity model

– one that provides sufficiently many terms in the spherical harmonic expansion to capture the

coarsest gravitational perturbations but few enough to prevent exorbitant amounts of compute

time. Such a solution is often acceptable when generating trajectories over short time intervals or

for missions that do not require precise orbits. In the case of longer simulations, however, this solu-

tion is untenable as the effect of unaccounted gravitational perturbations will accumulate through

the dynamics and negatively impact the trajectory (Figure E.2). This work proposes that, in prin-

ciple, given the state of modern day computing, astrodynamicists need not compromise between

simulation speed and accuracy. Explicitly, the computational overhead of Pines’ formulation might

be significantly reduced if transitioned off of traditional CPUs and onto alternative hardware like

Graphics Processing Units (GPUs).
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Figure E.2: Compute time and final error associated with simulating a spacecraft at 600km altitude
orbiting for four hours real-time using Pines’ formulation as a function of spherical harmonic degree.

GPUs are designed to solve problems in parallel, unlike CPUs which demand serial execution.

As such, if a problem can be properly decomposed into parallelized pieces, GPU algorithms can

offer order of magnitude performance gains over their serial CPU counterpart (144). Performance

gains of this magnitude have opened up entirely new domains physical modeling within the scientific

community1 — but their application for gravity modeling remains relatively unsaturated (145).

Kefan et. al. presented a CUDA implementation of a spherical harmonic gravity model claim-

ing positive speed up ratios on the GPU, but fail to provide repeatable or verifiable results (146).

Moreover, the algorithm presented requires vendor specific hardware and does not provide details

into the model used. Hupca et. al. demonstrated that inverse spherical harmonic transforms can be

evaluated rapidly on multi-core systems or GPUs by but only when evaluating the transform across

a 2D grid rather than a single point location (147). Atallah et. al. propose a GPGPU implementa-

tion of the Chebyshev Picard Method which is quick to evaluate, but is only an approximation of

the field and only valid over a finite domain (148). None of these paper provide an explicit, analytic

computation of the gravitational force experienced at a single point in a cross-platform, GPGPU

compatible manner. This work attempts to fill this hole by providing an implementation of Pines’

formulation on a GPU using Vulkan, a modern GPGPU compute and graphics API.

1 https://www.nvidia.com/content/gpu-applications/PDF/gpu-applications-catalog.pdf
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Vulkan is the only API that is simultaneously cross-platform, officially supported, and does

not have hardware specific stipulations 2 . Alternative GPU APIs like CUDA, OpenGL/CL, Metal,

and DirectX each fail in at least one of these three categories as of 2020. In addition to its broader

applicability, Vulkan is also considered a low-level GPU API providing developers with direct access

and control of the GPU, opening opportunities for powerful optimization. Developers are given

near-complete control of the graphics and compute pipelines allowing for careful design of command

buffers and their dispatch. Coupling these features with traditional tuning of dispatch calls, memory

transfer, and thread barriers allows developers to accumulate maximum speed gains. Discovering

the optimal permutations of these features and design choices require extensive testing and careful

formulations of the underlying algorithm at hand. This work discusses various ways to decompose

Pines’ formulation and quantitatively explores how these optimization affect performance.

E.2 Pines’ Formulation

Exploiting GPU hardware to efficiently evaluate Pines’ formulation requires refactoring the

equations from the original algorithm. As such, it is advantageous to provide the unperturbed

algorithm before investigating specific optimization strategies.

E.2.1 Gravitational Potential

Pines’ formulation provides an analytic formula that computes the acceleration imparted by a

non-homogenous, massive body. This is done by first expressing the potential as a series expansion

of spherical harmonics.

U(r) =
µ

r

∞∑

l=0

l∑

m=0

(
1

r

)l
Pl,m[sin(ϕ)]

[
C ′
l,m cos(mλ) + S′

l,m sin(mλ)
]

(E.1)

where r is the magnitude of the position vector with respect to the center of mass of the gravitational

body, µ is the gravitational parameter of the body, Pl,m are the associated legendre polynomials, ϕ

is the geodetic latitude, λ is the geodetic longitude, and C ′
l,m and S′

l,m are the Stokes’ coefficients.

2 https://www.khronos.org/vulkan/
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While the potential can technically remain in this form, it is more commonly expressed with non-

dimensional coefficients

Cl,m =
C ′
l,m

Rlrefm
(E.2)

Sl,m =
S′
l,m

Rlrefm
(E.3)

where Rref is a chosen reference radius, typically defined as the radius of the sphere which encloses

all mass elements of the body (the Brillouin sphere) (43). Simplifying the expression provides

U(r) =
µ

r

∞∑

l=0

l∑

m=0

(
Rref

r

)l
Pl,m[sin(ϕ)]

[
Cl,m cos(mλ) + Sl,m sin(mλ)

]
(E.4)

Again, the equation can remain in this form, however the terms in the series grow exponentially

with the degree l. To retain numerical stability, a normalization factor is introduced by Lundberg

and Schutz (149)

Nl,m =

√
(l −m)!(2− δm)(2l + 1)

(l +m)!
(E.5)

such that the coefficients and the associated legendre polynomials become

C̄l,m =
Cl,m
Nl,m

(E.6)

S̄l,m =
Sl,m
Nl,m

(E.7)

P̄l,m[x] = Pl,m[x]Nl,m (E.8)

altogether providing

U(r) =
µ

r

∞∑

l=0

l∑

m=0

(
Rref

r

)l
P̄l,m[sin(ϕ)]

[
C̄l,m cos(mλ) + S̄l,m sin(mλ)

]
(E.9)

E.2.2 Gravitational Acceleration

To compute the gravitational acceleration, the gradient of Equation (E.9) must be taken.

However, in the case of ϕ = −π
2 or π2 , the gradient diverges. As such, Pines introduced an alternative

formulation which bypasses this numerical instability by changing to dimensionless coordinates



188

within the cartesian coordinate frame where

r = r
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such that

r =
√
x2 + y2 + z2 (E.11)

s =
x

r
(E.12)

t =
y

r
(E.13)

u =
z

r
(E.14)

Using these alternative coordinates, the associate Legendre polynomials can be rewritten as

Pl,m[sin(ϕ)] = Pl,m[u] = (1− u2)
m
2 Al,m[u] (E.15)

where

Al,m[u] =
dm

dum
Pl[u] =

1

2ll!

dl+m

dul+m
(u2 − 1)l (E.16)

Moreover, if one defines ξ as

ξ = cos(ϕ) cos(λ) + j cos(ϕ) sin(λ) =
x

r
+ j

y

r
= s+ jt (E.17)

then

ξm = cosm(ϕ)ejmλ = (s+ jt)m (E.18)

such that

Rm[s, t] = Re{ξm} (E.19)

Im[s, t] = Im{ξm} (E.20)

then the potential can be rewritten as

U(r) =
µ

r

∞∑

l=0

l∑

m=0

(
Rref

r

)l
Āl,m[u]{C̄l,mRm[s, t] + S̄l,mIm[s, t]} (E.21)
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Defining

Dl,m[s, t] = C̄l,mRm[s, t] + S̄l,mIm[s, t] (E.22)

ρl[r] =
µ

r

(
Rref

r

)l
(E.23)

the potential simplifies further to

U(r) =

∞∑

l=0

l∑

m=0

ρl[r]Āl,m[u]Dl,m[s, t] (E.24)

where the constituent terms abide by the following recursion relationships

Rm[s, t] =sRm−1[s, t]− tIm−1[s, t] (E.25)

Im[s, t] =sIm−1[s, t] + tRm−1[s, t] (E.26)

Āl,l[u] =

√
(2l + 1)(2− δl)

(2l)(2− δl−1)
Āl−1,l−1[u] (E.27)

Āl,l−1[u] =u

√
(2l)(2− δl−1)

2− δl
Āl,l[u] (E.28)

Āl,m[u] =
Nl,m

l −m
((2l − 1)uAl−1,m[u]− (E.29)

(l +m− 1)Al−2,m[u]) (E.30)

with the following initial conditions

R0[s, t] = 1 (E.31)

I0[s, t] = 0 (E.32)

Ā0,0[u] = 1 (E.33)

Equation (E.30) can be further simplified by expanding Nl,m for cases where l ≥ (m+2), into N1l,m

and N2l,m such that

Āl,m[u] = N1l,muAl−1,m[u]−N2l,mAl−2,m[u] (E.34)
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where

N1l,m =

√
(2l + 1)(2l − 1)

(l −m)(l +m)
(E.35)

N2l,m =

√
(l +m− 1)(2l + 1)(l −m− 1)

(l −m)(l +m)(2l − 3)
(E.36)

To compute the acceleration, the gradient of the potential must be taken with respect to the

non-dimensional coordinates u, t, s, and r.

∇U(r) =
∂U

∂r

∂r

∂r
+
∂U

∂s

∂s

∂r
+
∂U

∂t

∂t

∂r
+
∂U

∂u

∂u

∂r
(E.37)

∂r

∂r
=

1

r
r̂ (E.38)

∂s

∂r
=

1

r
ı̂− s

r
r̂ (E.39)

∂t

∂r
=

1

r
ȷ̂− t

r
r̂ (E.40)

∂u

∂r
=

1

r
k̂ − u

r
r̂ (E.41)

g =

(
∂U

∂r
− s

r

∂U

∂s
− t

r

∂U

∂t
− u

r

∂U

∂u

)
r̂ +

1

r

∂U

∂s
ı̂+

1

r

∂U

∂t
ȷ̂+

1

r

∂U

∂u
k̂ (E.42)

The partials of the potential can be applied directly to their interior variables

∂U

∂r
=

∞∑

l=0

l∑

m=0

∂ρl[r]

∂r
Āl,m[u]Dl,m[s, t] (E.43)

∂U

∂u
=

∞∑

l=0

l∑

m=0

ρl[r]
∂Āl,m[u]

∂u
Dl,m[s, t] (E.44)

∂U

∂s
=

∞∑

l=0

l∑

m=0

ρl[r]Āl,m[u]
∂Dl,m[s, t]

∂s
(E.45)

∂U

∂t
=

∞∑

l=0

l∑

m=0

ρl[r]Āl,m[u]
∂Dl,m[s, t]

∂t
(E.46)

(E.47)
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Evaluating the partials:

∂ρl[r]

∂r
= −(l + 1)

Rref
ρl+1[r] (E.48)

∂Āl,m[u]

∂u
=

Nl,m

Nl,m+1
Āl,m+1[u] (E.49)

∂Dl,m[s, t]

∂s
= m(C̄l,mRm−1[s, t] + S̄l,mIm−1[s, t]) (E.50)

∂Dl,m[s, t]

∂t
= m(S̄l,mRm−1[s, t]− C̄l,mIm−1[s, t]) (E.51)

Inserting Equations (E.48) - (E.51) into Equations (E.43) - (E.46)

∂U

∂r
=

∞∑

l=0

l∑

m=0

−(l + 1)

Rref
ρl+1[r]Āl,m[u]Dl,m[s, t]

∂U

∂u
=

∞∑

l=0

l∑

m=0

ρl[r]
Nl,m

Nl,m+1
Āl,m+1[u]Dl,m[s, t]

∂U

∂s
=

∞∑

l=0

l∑

m=0

ρl[r]Āl,m[u]m(C̄l,mRm−1[s, t] + S̄l,mIm−1[s, t])

∂U

∂t
=

∞∑

l=0

l∑

m=0

ρl[r]Āl,m[u]m(S̄l,mRm−1[s, t]− C̄l,mIm−1[s, t])

(E.52)

Setting a1 = 1
r
∂U
∂s , a2 = 1

r
∂U
∂t , a3 = 1

r
∂U
∂u , and a4 =

(
∂U
∂r − s

r
∂U
∂s − t

r
∂U
∂t − u

r
∂U
∂u

)
, refactoring ρl[r],

and simplifying yields

a1[r, s, t, u] =
∞∑

l=0

l∑

m=0

ρl+1[r]

Rref
mĀl,m[u](C̄l,mRm−1[s, t] + S̄l,mIm−1[s, t]) (E.53)

a2[r, s, t, u] =
∞∑

l=0

l∑

m=0

ρl+1[r]

Rref
mĀl,m[u](S̄l,mRm−1[s, t]− C̄l,mIm−1[s, t]) (E.54)

a3[r, s, t, u] =

∞∑

l=0

l∑

m=0

ρl+1[r]

Rref

Nl,m

Nl,m+1
Āl,m+1[u]Dl,m[s, t] (E.55)

a4[r, s, t, u] =

∞∑

l=0

l∑

m=0

ρl+1[r]

Rref

Nl,m

Nl+1,m+1
Āl+1,m+1[u]Dl,m[s, t] (E.56)

where

Nl,m

Nl,m+1
=

√
(l −m)(2− δm)(l +m+ 1)

2− δm+1
(E.57)

Nl,m

Nl+1,m+1
=

√
(l +m+ 2)(l +m+ 1)(2l + 1)(2− δm)

(2l + 3)(2− δm+1)
(E.58)
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The final acceleration can then be expressed as:

g =(a1[r, s, t, u] + s · a4[r, s, t, u])̂ı+

(a2[r, s, t, u] + t · a4[r, s, t, u])ȷ̂+

(a3[r, s, t, u] + u · a4[r, s, t, u])k̂

(E.59)



Appendix F

GPU Algorithm

This work aims to develop an algorithm that evaluates Equation (E.59) as efficiently as

possible on GPU hardware. This requires first understanding the underlying software and hardware

of GPUs.

F.1 GPGPU Software

Foremost, GPU programs operate on the kernel scale. A kernel is the specific algorithm

dispatched to the GPU to be computed asynchronously. Each kernel invocation is assigned a unique

thread, an ID, and local memory. These kernel invocations are typically dispatched in work-groups

of a fixed, user-defined size of (x, y, z) (WorkGroupSize) up to some limit specified by the hardware.

Each work-group has a unique shared memory space where kernel invocations within that work-

group can exchange data with one another at faster rate than typical global access memory (150).

A GPU program begins execution when the CPU dispatches one or many work-groups – also of

user-specified dimensions (x, y, z) (NumWorkGroups). As such, if a user defines the WorkGroupSize

as (16, 8, 4) there will be 512 kernel invocations within that work-group, and if NumWorkGroups is

defined as (128, 256, 64) for a total of 2,097,152 work-groups, there will ultimately be 1,073,741,824

total kernel invocations sent to the GPU for execution.
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F.2 GPGPU Hardware

GPU venders like NVIDIA and AMD use similar microarchitectures1 2 3 4 . Every GPU will

have a collection of Streaming Multiprocessors (SM) or Compute Units (CU) (NVIDIA and AMD

language respectively) which each house hardware designed to schedule and execute a work-group.

The threads (kernel invocations) within a work-group are then divided into batches called warps

(NVIDIA) or wavefronts (AMD). A warp is defined as a batch of 32 threads, and a wavefront is

defined as a batch of 64 threads. The remainder of this work will exclusively use AMD language

and sizes as the default. Continuing with the earlier example, if a work-group is of size (16, 8, 4),

or 512 threads and is sent to a CU, 8 wavefronts will be executed on that CU. By extension, if

there are (128, 256, 64) work-groups distributed across 32 CUs, a total of 16, 777, 216/32 = 524, 288

wavefronts must be executed per CU. This number is still large, however, each CU can also manage

multiple wavefronts simultaneously to hide memory latency. I.e. if a single wavefront is waiting

from a result in memory, a different wavefront within that work-group can simultaneously run on

the momentarily unutilized arithmetic hardware within the same CU. On modern AMD GPUs,

up to 40 wavefronts can be scheduled per CU. This ultimately brings the total “tasks” per CU

to 524, 288/40 ≈ 13, 108 – a much more approachable number than the individual 1,073,741,824

invocations that needed to be completed (151).

F.3 GPGPU General Optimization Strategies

GPU optimization is a nuanced endeavour which demands attention to both GPU hardware

and software. This subsection presents the optimizations considered in the development of this

algorithm thus far, but should not be considered extensive. Further discussion and additional opti-

mization strategies can be found in resources like the CUDA C++ Best Practices Guide, hardware

whitepapers, and other online forums (152; 153).

1 https://www.nvidia.com/content/dam/en-zz/Solutions/design-visualization/technologies/turing-
architecture/NVIDIA-Turing-Architecture-Whitepaper.pdf

2 https://www.amd.com/system/files/documents/rdna-whitepaper.pdf
3 https://www.techpowerup.com/gpu-specs/docs/amd-gcn1-architecture.pdf
4 https://www.nvidia.com/en-us/data-center/resources/pascal-architecture-whitepaper/
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The first consideration for GPU programming is that all threads within each wavefront are

executed in lockstep, meaning all threads within the wavefront are expected to perform the same

instruction. If there is branching between different threads in the same wavefront, the GPU will halt

all threads that do not meet the branch condition and leave them idle until the branch is complete.

Consequently, branches impart a performance penalty that grows in proportion to the number of

inactive threads and cycles to complete the branch. As such it is strongly recommended to minimize

the number of branches in the kernel whenever possible. Common examples of branching include

if-else statements or conditional for loops.

In a similar vein, bank conflicts should be minimized. If multiple kernel invocations need to

access to the same shared memory bank, the store and load operations must be executed sequen-

tially. This synchronization imparts a performance penalty as GPU cycles are often much slower

than their CPU cycle counterpart. It is therefore recommended that serial work be left to the CPU

whenever possible. To avoid the synchronization caused by bank conflicts, the programmer is can

ensure that memory accesses per thread are separated by the width of the bank through proper

striding and padding.

Another optimization strategy is to use Single Instruction Multiple Data (SIMD) operations.

Both CPUs and GPUs have specialized instructions that allow for the same operation to be per-

formed on multiple data simultaneously. In the case of a 4D vector, SIMD operations allow all

elements to be simultaneously loaded, stored, or operated on. E.g. it costs the same amount

of cycles to compute a=4*6 as it does to compute a=(1,2,3,4)*(5,6,7,8). It is encouraged to

maximize the number of SIMD operations per kernel wherever possible.

It is also necessary to maximize occupancy on a GPU. This means ensuring that most, if not

all, threads remain active, and all compute units are adequately supplied with many wavefronts. If

either of these criteria are not met, the GPU will not be operating at full capacity, and can become

slower than if the task were executed on the CPU.

Finally, its important to consider if a kernel is compute bound (algorithm efficiency limited

by how many operations need to be performed) or memory bound (algorithm efficiency limited
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by bottlenecks in memory transfer and overhead). To determine which regime a compute kernel

operates within one must first compute the arithmetic intensity of the algorithm, which equates

to the number of operations per byte of data transferred to the GPU. If the arithmetic intensity

is sufficiently large, the kernel will always be compute bound and the programmer should prior-

itize minimizing the number of computation cycles. Alternatively, if the arithmetic intensity is

low, the programmer should prioritize throughput – optimizing efficient memory load and store

requests (154).

F.4 Pines’ Formulation Core Routines

To optimize Pines’ formulation for a GPU, the algorithm must be broken down into its con-

stituent parts. This work decomposes the algorithm into two primary routines. Working backwards,

the first routine is the computing the double summation for a1-a4.

F.4.1 Core Routine 1: Data Reduction

Assuming the addends of the series are computed a priori, Equations (E.53) - (E.56) simply

represent the summation of all terms within a lower-triangle 2D matrix (this assumes the gravity

model used is of equal degree and order such that N = lmax = m). If that matrix is then flattened

into a single 1D array, there exist GPU data reduction techniques that substantially decrease the

total number of cycles needed to compute the sum. Explicitly, summing all terms within a lower

triangular matrix with a total of N(N + 1)/2 entries requires O(n2) cycles on a CPU. The same

reduction algorithm takes as few as O(log2n) cycles on a GPU by using sequential memory access

patterns and shared memory across all threads in a work-group. For brevity, the core routine is

expressed in Algorithm 1 and visualized in Figure F.1. Additional optimization techniques exist

beyond those expressed in Algorithm 1 like loop unrolling and removing instruction overhead,

though a deeper discussion of such techniques is left to the many resources available online5 .

5 http://developer.download.nvidia.com/assets/cuda/files/reduction.pdf
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Figure F.1: Data Reduction Technique

F.4.2 Core Routine 2: Legendre Matrix

The more challenging routine to put on a GPU is computing the series addends prior to data

reduction. Redefining the addends from Equations (E.53) - (E.56) as ail,m and expanding yields:

a1l,m [r, s, t, u] =
ρl+1[r]

Rref
mĀl,m[u](C̄l,mRm−1[s, t] + S̄l,mIm−1[s, t]) (F.1)

a2l,m [r, s, t, u] =
ρl+1[r]

Rref
mĀl,m[u](S̄l,mRm−1[s, t]− C̄l,mIm−1[s, t]) (F.2)

a3l,m [r, s, t, u] =
ρl+1[r]

Rref

Nl,m

Nl,m+1
Āl,m+1[u](C̄l,mRm[s, t] + S̄l,mIm[s, t]) (F.3)

a4l,m [r, s, t, u] =
ρl+1[r]

Rref

Nl,m

Nl+1,m+1
Āl+1,m+1[u](C̄l,mRm[s, t] + S̄l,mIm[s, t]) (F.4)

These expressions are not immediately amenable for GPU optimization as they are idiosyncratic,

each with different variables and indices. The expressions can be homogenized however by defining
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Algorithm 3: Data Reduction Loop

Input: LocalInvocationIndex localIdx

1 finalValue[localIdx] = ail,m ;

2 barrier();
3 for s = WorkGroupSize.x/2; s > 0; s >>= 1 do
4 if localIdx < s then
5 finalValue[localIdx] += finalValue[localIdx + s];
6 end
7 barrier();

8 end

the following constants:

Q =
ρl+1[r]

Rref
(F.5)

c1 =
Nl,m

Nl,m+1
(F.6)

c2 =
Nl,m

Nl+1,m+1
(F.7)

d1 = sC̄l,m + tS̄l,m (F.8)

d2 = sS̄l,m − tC̄l,m (F.9)

(F.10)

and expanding Rm and Im in terms of Rm−1 and Im−1. Simplifying, the expressions for all ail,m

become significantly more consistent:




a1l,m

a2l,m

a3l,m

a4l,m




=




Q

Q

Q

Q







m

m

c1

c2


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
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Al,m[u]
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Al,m+1[u]
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
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d2
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
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Im−1
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


(F.11)

Equation F.11 is advantageous for GPU computing for two reason. The first is SIMD compatibility.

The expressions for a1l,m−a4l,m share many common terms which can be loaded into memory simul-

taneously via SIMD operations. Moreover, each addend uses the same the same six multiplications

and one addition – common instructions that can be shared across all expressions. By converting
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m
<latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit>

Al,l
<latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit>

Al�1,l�1
<latexit sha1_base64="ibLFqrb+tSY3zkytSHHJw45/u90=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQy2JCHqsePFYwX5AGspmu22XbjZhdyKU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnZAaLoXiTRQoeSfRnEah5O1wfDfz209cGxGrR5wkPIjoUImBYBSt5N/2MnnhVW1Ne+WKW3PnIKvEy0kFcjR65a9uP2ZpxBUySY3xPTfBIKMaBZN8WuqmhieUjemQ+5YqGnETZPOTp+TMKn0yiLUthWSu/p7IaGTMJAptZ0RxZJa9mfif56c4uAkyoZIUuWKLRYNUEozJ7H/SF5ozlBNLKNPC3krYiGrK0KZUsiF4yy+vktZlzXNr3sNVpV7N4yjCCZzCOXhwDXW4hwY0gUEMz/AKbw46L86787FoLTj5zDH8gfP5A73mkCo=</latexit><latexit sha1_base64="ibLFqrb+tSY3zkytSHHJw45/u90=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQy2JCHqsePFYwX5AGspmu22XbjZhdyKU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnZAaLoXiTRQoeSfRnEah5O1wfDfz209cGxGrR5wkPIjoUImBYBSt5N/2MnnhVW1Ne+WKW3PnIKvEy0kFcjR65a9uP2ZpxBUySY3xPTfBIKMaBZN8WuqmhieUjemQ+5YqGnETZPOTp+TMKn0yiLUthWSu/p7IaGTMJAptZ0RxZJa9mfif56c4uAkyoZIUuWKLRYNUEozJ7H/SF5ozlBNLKNPC3krYiGrK0KZUsiF4yy+vktZlzXNr3sNVpV7N4yjCCZzCOXhwDXW4hwY0gUEMz/AKbw46L86787FoLTj5zDH8gfP5A73mkCo=</latexit><latexit sha1_base64="ibLFqrb+tSY3zkytSHHJw45/u90=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQy2JCHqsePFYwX5AGspmu22XbjZhdyKU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnZAaLoXiTRQoeSfRnEah5O1wfDfz209cGxGrR5wkPIjoUImBYBSt5N/2MnnhVW1Ne+WKW3PnIKvEy0kFcjR65a9uP2ZpxBUySY3xPTfBIKMaBZN8WuqmhieUjemQ+5YqGnETZPOTp+TMKn0yiLUthWSu/p7IaGTMJAptZ0RxZJa9mfif56c4uAkyoZIUuWKLRYNUEozJ7H/SF5ozlBNLKNPC3krYiGrK0KZUsiF4yy+vktZlzXNr3sNVpV7N4yjCCZzCOXhwDXW4hwY0gUEMz/AKbw46L86787FoLTj5zDH8gfP5A73mkCo=</latexit><latexit sha1_base64="ibLFqrb+tSY3zkytSHHJw45/u90=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBQy2JCHqsePFYwX5AGspmu22XbjZhdyKU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnZAaLoXiTRQoeSfRnEah5O1wfDfz209cGxGrR5wkPIjoUImBYBSt5N/2MnnhVW1Ne+WKW3PnIKvEy0kFcjR65a9uP2ZpxBUySY3xPTfBIKMaBZN8WuqmhieUjemQ+5YqGnETZPOTp+TMKn0yiLUthWSu/p7IaGTMJAptZ0RxZJa9mfif56c4uAkyoZIUuWKLRYNUEozJ7H/SF5ozlBNLKNPC3krYiGrK0KZUsiF4yy+vktZlzXNr3sNVpV7N4yjCCZzCOXhwDXW4hwY0gUEMz/AKbw46L86787FoLTj5zDH8gfP5A73mkCo=</latexit>

(a) First CPU Command
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l
<latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit>

m
<latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit>

Al,l
<latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit><latexit sha1_base64="0Ajz/OYJAdfTq+Bd+Wt8RjTgU9Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBQymJFPRY8eKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1LkdZLIqZ4Nyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbzxM6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qua5Ne+hXmlU8ziKcAbncAkeXEMD7qEJLWAwgWd4hTcncV6cd+dj2Vpw8plT+APn8wcDQY9G</latexit>

Al,l�1
<latexit sha1_base64="GJklH1SKlqcvBatIBhDMmTPp3kE=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MlER5/6kVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4GSPuA==</latexit><latexit sha1_base64="GJklH1SKlqcvBatIBhDMmTPp3kE=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MlER5/6kVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4GSPuA==</latexit><latexit sha1_base64="GJklH1SKlqcvBatIBhDMmTPp3kE=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MlER5/6kVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4GSPuA==</latexit><latexit sha1_base64="GJklH1SKlqcvBatIBhDMmTPp3kE=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MlER5/6kVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4GSPuA==</latexit>

(b) Second CPU Command
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l
<latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit><latexit sha1_base64="TV4ioY2jToEqRiR2OSgrTJJ1TbM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBg5RECnosePHYgv2ANpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5YKYJ+hEdSR5yRo2VmmJQrrhVdwGyTrycVCBHY1D+6g9jlkYoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFurviYxGWk+jwHZG1Iz1qjcX//N6qQlv/YzLJDUo2XJRmApiYjL/mgy5QmbE1BLKFLe3EjamijJjsynZELzVl9dJ+7rquVWvWavUr/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDzWuM2g==</latexit>

m
<latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit><latexit sha1_base64="OFNAViO0R2YL9dO6WH69KLxytHk=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9IljA76U3GzMwuM7NCCPkCLx4U8eonefNvnCR70MSChqKqm+6uKBXcWN//9tbWNza3tgs7xd29/YPD0tFx0ySZZthgiUh0O6IGBVfYsNwKbKcaqYwEtqLR3cxvPaE2PFEPdpxiKOlA8Zgzap1Ul71S2a/4c5BVEuSkDDlqvdJXt5+wTKKyTFBjOoGf2nBCteVM4LTYzQymlI3oADuOKirRhJP5oVNy7pQ+iRPtSlkyV39PTKg0Ziwj1ympHZplbyb+53UyG9+GE67SzKJii0VxJohNyOxr0ucamRVjRyjT3N1K2JBqyqzLpuhCCJZfXiXNq0rgV4L6dbl6mcdRgFM4gwsI4AaqcA81aAADhGd4hTfv0Xvx3r2PReual8+cwB94nz/O74zb</latexit>

Al,m
<latexit sha1_base64="sk7EItRhuUqMXWv0hQwLRADzar8=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hLArgh4jXjxGMA9IljA7mSRDZmaXmV4hLPkILx4U8er3ePNvnCR70MSChqKqm+6uKJHCou9/e2vrG5tb24Wd4u7e/sFh6ei4aePUMN5gsYxNO6KWS6F5AwVK3k4MpyqSvBWN72Z+64kbK2L9iJOEh4oOtRgIRtFJrdteJitq2iuV/ao/B1klQU7KkKPeK311+zFLFdfIJLW2E/gJhhk1KJjk02I3tTyhbEyHvOOoporbMJufOyXnTumTQWxcaSRz9fdERpW1ExW5TkVxZJe9mfif10lxcBNmQicpcs0WiwapJBiT2e+kLwxnKCeOUGaEu5WwETWUoUuo6EIIll9eJc3LauBXg4ercq2Sx1GAUziDCwjgGmpwD3VoAIMxPMMrvHmJ9+K9ex+L1jUvnzmBP/A+fwAExo9H</latexit><latexit sha1_base64="sk7EItRhuUqMXWv0hQwLRADzar8=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hLArgh4jXjxGMA9IljA7mSRDZmaXmV4hLPkILx4U8er3ePNvnCR70MSChqKqm+6uKJHCou9/e2vrG5tb24Wd4u7e/sFh6ei4aePUMN5gsYxNO6KWS6F5AwVK3k4MpyqSvBWN72Z+64kbK2L9iJOEh4oOtRgIRtFJrdteJitq2iuV/ao/B1klQU7KkKPeK311+zFLFdfIJLW2E/gJhhk1KJjk02I3tTyhbEyHvOOoporbMJufOyXnTumTQWxcaSRz9fdERpW1ExW5TkVxZJe9mfif10lxcBNmQicpcs0WiwapJBiT2e+kLwxnKCeOUGaEu5WwETWUoUuo6EIIll9eJc3LauBXg4ercq2Sx1GAUziDCwjgGmpwD3VoAIMxPMMrvHmJ9+K9ex+L1jUvnzmBP/A+fwAExo9H</latexit><latexit sha1_base64="sk7EItRhuUqMXWv0hQwLRADzar8=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hLArgh4jXjxGMA9IljA7mSRDZmaXmV4hLPkILx4U8er3ePNvnCR70MSChqKqm+6uKJHCou9/e2vrG5tb24Wd4u7e/sFh6ei4aePUMN5gsYxNO6KWS6F5AwVK3k4MpyqSvBWN72Z+64kbK2L9iJOEh4oOtRgIRtFJrdteJitq2iuV/ao/B1klQU7KkKPeK311+zFLFdfIJLW2E/gJhhk1KJjk02I3tTyhbEyHvOOoporbMJufOyXnTumTQWxcaSRz9fdERpW1ExW5TkVxZJe9mfif10lxcBNmQicpcs0WiwapJBiT2e+kLwxnKCeOUGaEu5WwETWUoUuo6EIIll9eJc3LauBXg4ercq2Sx1GAUziDCwjgGmpwD3VoAIMxPMMrvHmJ9+K9ex+L1jUvnzmBP/A+fwAExo9H</latexit><latexit sha1_base64="sk7EItRhuUqMXWv0hQwLRADzar8=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hLArgh4jXjxGMA9IljA7mSRDZmaXmV4hLPkILx4U8er3ePNvnCR70MSChqKqm+6uKJHCou9/e2vrG5tb24Wd4u7e/sFh6ei4aePUMN5gsYxNO6KWS6F5AwVK3k4MpyqSvBWN72Z+64kbK2L9iJOEh4oOtRgIRtFJrdteJitq2iuV/ao/B1klQU7KkKPeK311+zFLFdfIJLW2E/gJhhk1KJjk02I3tTyhbEyHvOOoporbMJufOyXnTumTQWxcaSRz9fdERpW1ExW5TkVxZJe9mfif10lxcBNmQicpcs0WiwapJBiT2e+kLwxnKCeOUGaEu5WwETWUoUuo6EIIll9eJc3LauBXg4ercq2Sx1GAUziDCwjgGmpwD3VoAIMxPMMrvHmJ9+K9ex+L1jUvnzmBP/A+fwAExo9H</latexit>

Al�1,m
<latexit sha1_base64="3EHB0pnyg3FFVjp9pIcZOI7h7XI=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MnHuV+SkVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4XWPuQ==</latexit><latexit sha1_base64="3EHB0pnyg3FFVjp9pIcZOI7h7XI=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MnHuV+SkVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4XWPuQ==</latexit><latexit sha1_base64="3EHB0pnyg3FFVjp9pIcZOI7h7XI=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MnHuV+SkVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4XWPuQ==</latexit><latexit sha1_base64="3EHB0pnyg3FFVjp9pIcZOI7h7XI=">AAAB8HicbVBNSwMxEJ34WetX1aOXYBE81LIrgh4rXjxWsB/SLiWbZtvQJLskWaEs/RVePCji1Z/jzX9j2u5BWx8MPN6bYWZemAhurOd9o5XVtfWNzcJWcXtnd2+/dHDYNHGqKWvQWMS6HRLDBFesYbkVrJ1oRmQoWCsc3U791hPThsfqwY4TFkgyUDzilFgnPd70MnHuV+SkVyp7VW8GvEz8nJQhR71X+ur2Y5pKpiwVxJiO7yU2yIi2nAo2KXZTwxJCR2TAOo4qIpkJstnBE3zqlD6OYu1KWTxTf09kRBozlqHrlMQOzaI3Ff/zOqmNroOMqyS1TNH5oigV2MZ4+j3uc82oFWNHCNXc3YrpkGhCrcuo6ELwF19eJs2Lqu9V/fvLcq2Sx1GAYziBM/DhCmpwB3VoAAUJz/AKb0ijF/SOPuatKyifOYI/QJ8/4XWPuQ==</latexit>
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Figure F.2: CPU Data Flow

the equations into vectorized form, the shared multiply and addition instructions alone reduce the

number of cycles needed to compute all addends by an additional factor of four.

The second advantage of Equation (F.11) is that Q, c1, c2, d1, d2, C̄l,m, S̄l,m are all independent

variables that can be computed without any knowledge of prior operations within the algorithm.

This means there is no recursion or unique branch criteria to calculate their values, and thereby no

synchronization is imposed on the GPU for these variables.

Beyond these terms, there is the challenge of computing the remaining variables Al,m, Al,m+1,

Al+1,m+1, Rm−1, Im−1 which do require knowledge of prior terms due to their recursion formulas.

Two possible solutions exist for evaluating these terms. The first is a memory-centric approach

where these terms are only computed once, stored in memory, and then loaded back into registers as

needed. The alternative is a compute-centric approach where the values are computed as needed.

The former demands more memory operations and fewer arithmetic operations while the later

requires less memory but at the cost of redundant calculations.

F.4.3 Memory Bound

In the memory bound case, it is assumed that all terms within Equation (F.11) are computed

individually and saved to local memory on the GPU. This requires careful sequencing to satisfy the

recursion relationships of Al,m, Rm, and Im. There is little advantage to solving Rm and Im on the
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GPU as their formula have no elements of parallelization. As such those terms are solved on the

CPU and transferred upon dispatch to the GPU. The Al,m terms, however, have a mix of strict,

serial recursion but also opportunities for parallelization. Specifically Eqs. (E.27) is explicitly recur-

sive as seen in Figure F.2a, however Equations (E.28) and (E.30) (seen in Figures F.2b and F.2c)

can be evaluated asynchronously across the columns. Each kernel invocation can be assigned to

a different column to be computed independently. Despite this asynchronous opportunity, such

approach suffers from loop divergence. With every cycle another thread / column will have been

completed and the thread within the wavefront will go idle. Nevertheless the order of computation

to the kernel invocation scales as O(n) rather than the entire O(n2) algorithm necessary to compute

the same terms on a CPU.

Beyond the asynchronous challenges of this strategy, there are also hardware limits to consider

– namely available VRAM on the GPU. Assuming NS/C total spacecraft are being simulated on the

GPU, additional memory will need to be allocated. Table F.1 show the total number of buffers that

must be stored on the GPU as well as their size. Constraining these parameters to the available

memory limits of the hardware, Figure F.3 shows the maximum number of spacecraft that can be

simultaneously simulated on a GPU given a chosen spherical harmonic model fidelity.

Table F.1: The buffers transferred to the GPU across algorithm lifetime

Struct Name Variables Type Structs per Buffer Buffers Per Sim

NParams N1, N2, Nq1, Nq2 float (l + 1)(l + 2)/2 1
A al,m float (l + 1)(l + 2)/2 NS/C

Coef Cl,m, Sl,m float (l + 1)(l + 2)/2 1
Misc µ,R0 float 1 1

lmax int 1 1
Location r, u float 1 NS/C

Acceleration a1, a2, a3, a4 float (l + 1)(l + 2)/2 NS/C

Euler Rm, Im float (l + 1) NS/C

F.4.4 Compute Bound

The alternative formulation to the memory bound approach centers on computing all variables

on the GPU directly on an as needed basis. This prevents shaders from needing to interface with



201
Algorithm 4: Legendre-Matrix Memory Bound Algorithm

Input : Unique thread ID l

1 Compute lower diagonal Al,l−1;
2 Thread barrier ;
3 for m = l to N + 2 do
4 Recursively solve for Al,m;
5 end

global memory for which write and read operations are particularly slow. This compute bound

method leans on the fact that even in the memory bound case, there is still divergence at the

column level such that the algorithm complexity will always be O(n). This is also true of the

compute bound case exhibited in Figure F.4 which uses m + 2 computations for traversing the

diagonal, 2 computations to reach the off-diagonal terms, and 2(l−m−1) computations to acquire

the necessary values in the Al,m matrix – yielding the same O(n) algorithm without the need for

global memory access.

The added benefit of the compute bound approach is that there is not any functional limit

to the total number of spacecraft that can be simulated at once. The only data that needs to be

transferred to the GPU are the Stokes’ coefficients (4 ∗ l(l+ 1) bytes sent once), the normalization

parameters (16 ∗ l2 bytes sent once) and the location of each spacecraft (16 ∗ NS/C bytes sent

at each timestep). The disadvantage of using the compute bound approach is the redundant

computation of intermediate terms. Each shader invocation will always need to traverse the diagonal

of the matrix, and compute intermediate Ai,j on their way to the Al,m. Despite this disadvantage,

the cumulative advantages outweigh the cost of redundancy, so the compute bound approach is

ultimately prioritized in subsequent discussion and benchmarking.

F.5 Scalability to Constellations

In both the compute and memory bound approaches, there is no clear way to circumvent

thread divergence when computing the Legendre matrix in the single spacecraft case. Some indices

within the matrix will inevitably require more cycles to compute than their adjacent terms due
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Figure F.3: Video memory consumed as a function of lmax and number of spacecraft, NS/C

to the recursion. This ultimately compromises the lockstep nature of the wavefronts and incurs a

performance penalty. Despite this challenge for the single spacecraft case, there is a workaround

when simulating multiple spacecraft with the same kernel. Namely, if the Legendre matrix of each

spacecraft is stacked along the z work-group dimension, and the local size of the z dimension in

each work-group is sufficiently large, each wavefront can be assigned a specific index, l,m, such that

all threads within that wavefront execute the exact same instructions with no divergence. Such

approach requires sufficiently many satellite in the simulation to maximize occupancy on the GPU,

but should avoid the divergence penalty.

F.6 Benchmarks

Optimization of this algorithm is ongoing; however preliminary results and benchmarking

methodology are presented to demonstrate how this work is being verified. Foremost this algorithm

is tested on two different GPUs. The first is the Intel HD Graphics 630 with 1536 MB of VRAM,

the second is a AMD Radeon Pro 560 with 4096 MB of VRAM. The former is a consumer grade

integrated GPU available on modern CPU processors, while the latter is a more performant discrete

graphics card at the high-end of the consumer spectrum. Both GPUs are run on a 15” 2017 Macbook

Pro with a 3.1 GHz Quad-Core Intel Core i7 CPU with 16 Gb of 2133 MHz LPDDR3 RAM. The
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performance of the GPGPU implementation is tested by varying the number of spacecraft simulated

simultaneously as well as changing the dimensions of the work-group size by factors of 2. The

maximum number of kernel invocations that can be spawned on the Intel integrated graphics card

is 256 whereas the AMD card allows for as many as 1024. As such the dimensions of the work-group

must always multiply such that they remain less than or equal to 256 or 1024 respectively.

Such benchmarks are important to coarsely characterize GPU occupancy and thread diver-

gence. As discussed, the Legendre matrix computation has unavoidable thread divergence along the

columns, but otherwise has coalesced memory access and shares many of the same instructions for

intermediate computations. Therefore, when decreasing the work-group size x-dimension (which

corresponds to how many elements of Al,m are evaluated in the work-group) thread divergence

is reduced as fewer columns are seen (performance gain), but the number of shared intermediate

instructions among the work-group decrease (performance penalty). By extension, when varying

the local group size in z-dimension (corresponding to the number of simultaneously computed Leg-

endre matrices), these tradeoffs grow more exaggerated though the general wavefront efficiency

should increase for reasons mentioned in the prior section. By searching across local work-group

size permutations, empirically optimal work-group dimensions can be found which maximize shared

instructions and occupancy while minimizing thread divergence.

The current results for the Legendre matrix calculation are presented as speed-up ratios.

These ratios are measured by averaging the time taken to submit and complete the Legendre matrix

calculation on the GPU during a Basilisk scenario. The Basilisk scenario simulated thirty minutes

of real-time orbit propagation, stepping with 10 second intervals, and using an RK4 integrator.

The same simulation was performed on a CPU and the time to compute the Legendre matrix was

averaged. The corresponding speed-up ratio is defined as the ratio between these two time average:

τ =
tCPU

tGPU
(F.12)

The speed-up ratios for the AMD GPU are found in Figure F.5 and for the Intel GPU in Figure F.6.

Currently the GPU Legendre matrix algorithm demonstrates consistent > 1 speed-up ratios
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on the AMD card when there are sufficiently many spacecraft (> 256) operating in a sufficiently

a high-fidelity gravity field (l = 128). While speed-up ratios were occasionally realized in the

lower-fidelity case (l = 32), the ratios were consistently less performant than their high-fidelity

counterpart. It is assumed that this is due to the relatively small dimension of the Legendre matrix

in the low fidelity case. The computational overhead to transition the initial memory onto the GPU,

dispatch threads, and return a result is sufficiently high on discrete GPUs such that there exists a

minimum degree model that must be used before measurable speed-up ratios can be achieved.

The narrative differs when looking at the performance on the Intel GPU in Figure F.6. Here

there are no GPU performance gains when using the high-fidelity models, but there appreciable

speed-ups (as high as 40%) when using the lower-fidelity models. This appears to be an artifact of

the shared DRAM of the integrated graphics card with the CPU. Discrete GPUs like the AMD card

require that data be transferred from the CPU to the GPU explicitly. This is often an expensive

process and best performed in a single, large data transfer. Integrated graphics processors do not

have this limitation and can share memory share memory directly with the CPU resulting in much

faster transfers. Consequently, the overhead for dispatching work to the Intel card is lower than

the overhead associated with the discrete card, ultimately allowing observable speed-up ratios in

the low-fidelity gravity field. Despite this, the integrated graphics card does suffer when evaluating

high-fidelity models due to its lower clock-rate. This is seen through the narrowness of the speed-

up window in Figures F.6a and F.6c. Given that the highest performance is observed when the

work-group x-dimension is particularly small, the thread divergence of solving multiple columns in

the Legendre matrix is significantly more costly to the integrated card than the discrete card.

Together, the two GPUs offer unique advantages that span most operational conditions. The

discrete graphics card is able to model high-fidelity gravity fields with measurable speed-ups, and

the integrated card is able to model low-fidelity gravity fields with measurable speed-ups. The one

condition for which neither GPU succeeds is in the case of too few spacecraft. When modeling a

single spacecraft in either a low- or high-fidelity gravity field, it is always faster to model on a CPU.

Heuristically this is intuitive – despite the integrated card having a lower overhead cost than the
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discrete card, an overhead still exists. The dimensions of the single satellite problem are sufficiently

small that the overhead is always too large, regardless of GPU type.

F.7 Conclusion

This work provides a discussion of general GPGPU best practices and attempts implemen-

tation of such practices to construct an alternative form of Pines algorithm to compute the accel-

erations generated by high-fidelity gravity fields. Such implementation decreases the algorithmic

complexity from O(n2) on a CPU into O(n) for the Legendre matrix computation and to O(log2n)

for the data reduction computation on the GPU. Moreover the GPGPU implementation that has

no functional limitations on GPU memory making it advantageous for modeling large satellite

constellations. While implementation efforts are still ongoing, the intermediate results do match

heuristic expectation and fully-realized speed-up ratios are expected in the near future.
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Figure F.4: Data Flow of GPU Kernel Invocation
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(f) 1 Spacecraft; l = 128

Figure F.5: Current speed up ratios for the Legendre matrix computation on AMD Radeon Pro 560 GPU
using the compute bound method.
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Figure F.6: Current speed up ratios for the Legendre matrix computation on Intel HD Graphics 630 GPU
using the compute bound method.
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