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Basilisk Software Architecture 
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• Monte-Carlo Capability 
• Speeds up to 700-1000x 
• Software Realtime Mode 
• ISC Open Source License

Python Simulation Scenario Scripts

Swig Python Interface Layer

Spacecraft 
Simulation 

C++ 
Modules

FSW 
Algorithms 

ANSI-C 
Modules

MPI
Realtime Visualization

TCP/IP

P. Kenneally, H. Schaub and S. Piggott, “Basilisk: A Flexible, Scalable and Modular Astrodynamics Simulation Framework,” 7th 
International Conference on Astrodynamics Tools and Techniques (ICATT), DLR Oberpfaffenhofen, Germany, November 6–9, 2018.
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Sample Spacecraft Simulation Setup
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Spacecraft Simulation 

RW 1

RW 2

RW 3

RW 4

EOM 

- flexible panel 
- fuel slosh 
- RW jitter 
- Gravity harmonics 
- N-body gravity 
- SRP via OpenGL 
- drag via OpenGL

TH 1 TH 2 TH 3 TH 4

TH 5 TH 6 TH 7 TH 8

ACS Thrusters

TH 1 TH 2

TH 3 TH 4

DV Thrusters

cmds

cmds

cmds

Star 
Tracker

Accelero
meter

Rate 
Gyro

Star 
Tracker

Magneto
meter

CSS CSS CSS CSS

CSS CSS CSS CSS

Communication Layer

The C++ device 
modules can 
easily be added  
and connected 
with the the 
simulation.
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Spacecraft Simulation 

Spacecraft

Gravity Model

RW 1

RW 2

RW 3

RW 4

cmds
Atmospheric 
Drag Model

Neutral 
Density Model

Planetary 
Wind Model

TH 1 TH 2 TH 3 TH 4

TH 5 TH 6 TH 7 TH 8

ACS Thrusters

cmds

Spacecraft Environment Integration
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Magnetic 
Field Model

Magnetometer 
Model

Solar Radiation 
Pressure
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Earth Environment Modeling
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Magnetic field Models: 

- centered dipole model 
- WMM

Neutral Density Models: 

- exponential atmosphere 
- MSIS
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MagneticFieldBaseClass: I/O Messages
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Magnetic Field 
Model

Set of spacecraft State Messages

(Optional) Planet State Message

Set of Magnetic Field Output Messages
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MagneticFieldBaseClass: Methods
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class MagneticFieldBase: public SysModel  { 

public: 
    void SelfInit(); 
    void CrossInit(); 
    void Reset(uint64_t CurrentSimNanos); 
    void addSpacecraftToModel(std::string  

                  tmpScMsgName); 
    void UpdateState(uint64_t CurrentSimNanos); 

std::vector<std::string> scStateInMsgNames;   
    std::vector<std::string> envOutMsgNames; 
    std::string planetPosInMsgName;         
    double envMinReach; 
    double envMaxReach; 
    double planetRadius;

protected: 
    void writeMessages(uint64_t CurrentClock); 
    bool readMessages(); 
    void updateLocalMagField(double currentTime); 
    void updateRelativePos(SpicePlanetStateSimMsg   
        *planetState, SCPlusStatesSimMsg *scState); 

    virtual void evaluateMagneticFieldModel( 
     MagneticFieldSimMsg *msg,  

                    double currentTime) = 0; 
    virtual void customSelfInit(); 
    virtual void customCrossInit(); 
    virtual void customReset(uint64_t  

                     CurrentClock); 
    virtual void customWriteMessages(uint64_t  
                                    CurrentClock); 
    virtual bool customReadMessages();
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MagneticFieldCenteredDipole.cpp
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void MagneticFieldCenteredDipole::evaluateMagneticFieldModel(MagneticFieldSimMsg *msg, double currentTime) 
{ 
    Eigen::Vector3d magField_P;         // [T] magnetic field in Planet fixed frame 
    Eigen::Vector3d rHat_P;             // [] normalized position vector in E frame components 
    Eigen::Vector3d dipoleCoefficients; // [] The first 3 IGRF coefficient that define the magnetic dipole 

    //! - compute normalized E-frame position vector 
    rHat_P = this->r_BP_P.normalized(); 

    //! - compute magnetic field vector in E-frame components (see p. 405 in doi:10.1007/978-1-4939-0802-8) 
    dipoleCoefficients << this->g11, this->h11, this->g10; 
    magField_P = pow(this->planetRadius/this->orbitRadius,3)*(3* rHat_P*rHat_P.dot(dipoleCoefficients)  
                 - dipoleCoefficients); 

    //! - convert magnetic field vector in N-frame components and store in output message 
    m33tMultV3(this->planetState.J20002Pfix, magField_P.data(), msg->magField_N); 

    return; 
} 
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MagneticFieldWMM
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WMM Model

Set of spacecraft State Messages

(Optional) Planet State Message

Set of Magnetic Field Output Messages

(Optional) Epoch Input Message

Epoch States:
• BSK default 2019-01-01, 00:00:00 
• Set from Python directly within the module 
• Read in through an optional epoch input message
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MagneticFieldWMM.h
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class MagneticFieldWMM:  public MagneticFieldBase { 
public: 
    MagneticFieldWMM(); 
    ~MagneticFieldWMM(); 

private: 
    void evaluateMagneticFieldModel(MagneticFieldSimMsg *msg, double currentTime); 

    void initializeWmm(const char *dataPath); 
    void cleanupEarthMagFieldModel(); 
    void computeWmmField(double decimalYear, double phi, double lambda, double h, double B_M[3]); 

    void customReset(uint64_t CurrentClock); 
    void customCrossInit(); 
    void customSetEpochFromVariable(); 

    void decimalYear2Gregorian(double fractionalYear, struct tm *gregorian); 
    double gregorian2DecimalYear(double currentTime); 

public: 
    std::string epochInMsgName;             //!< -- Message name of the epoch message 
    std::string dataPath;                   //!< -- String with the path to the WMM coefficient file 
    double      epochDateFractionalYear;    //!< Specified epoch date as a fractional year 
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Neutral Atmospheric Density Modeling
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AtmosphereBase

ExponentialAtmosphere

MsisAtmosphere

Set of spacecraft 
State Messages

(Optional) Planet 
State Message

Set of Neutral Density 
Output Messages

Set of spacecraft 
State Messages

(Optional) Planet 
State Message

(Optional) Epoch Input Message

Set of Neutral Density 
Output Messages

Set of Space 
Weather Messages
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Spacecraft Simulation 

Spacecraft

Gravity Model
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RW 3

RW 4

cmds
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Drag Model
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Spacecraft Environment Integration
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Solar Radiation 
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(a) S frame generated rays.

-3

-2

-1

2

0

4

1

z 
[m

]

2

20

3

y [m] x [m]

4

0
-2 -2

-4

(b) S frame rays mapped to the B frame.

Figure 4.3: Ray generation for the MRO mesh model with a B frame oriented bounding box (dashed
black) and an S frame bounding box (blue solid).

primary input. The BRDF evaluation produces an outgoing ray direction from which the force and

torque contribution of that single ray-surface interaction is computed. The ray termination condi-

tion is evaluated and a new ray vector origin and direction of travel generated for a continued ray

path. The parallel ray-tracing algorithm iterates through BVH traversal, intersection testing and

SRP computation until all rays have exited the scene or reached the nominated termination condi-

tion. The total force and torque contribution of all ray-surface interactions is summed and returned

to the CPU bound process where the values can be integrated into the dynamics propagation of a

numerical simulation.

4.3 Radiation Pressure Particle Tracing Formulation

In this section a formalism is introduced which describes the process of generating and evalu-

ating a set of weighted sample rays. This formalism initially introduced by Veech in Refernece[92],

rigorously describes the ray tracing algorithm employed in this work. Veech presents a general

description of how an estimate of some quantity can be computed with respect to some measure,

by generating a set of weighted sample rays. Here, the quantity will be the solar radiation pressure

force due to radiance incident on the spacecraft. Two key assumptions will simplify the result-

ing description. The first assumption is that ray samples are taken uniformly from a plane wave,

Advances and Applications of Computational Astrodynamics , APCOM 2019, Taipei, Taiwan

Solar Radiation Pressure Modeling
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primary input. The BRDF evaluation produces an outgoing ray direction from which the force and

torque contribution of that single ray-surface interaction is computed. The ray termination condi-

tion is evaluated and a new ray vector origin and direction of travel generated for a continued ray

path. The parallel ray-tracing algorithm iterates through BVH traversal, intersection testing and

SRP computation until all rays have exited the scene or reached the nominated termination condi-

tion. The total force and torque contribution of all ray-surface interactions is summed and returned

to the CPU bound process where the values can be integrated into the dynamics propagation of a

numerical simulation.

4.3 Radiation Pressure Particle Tracing Formulation

In this section a formalism is introduced which describes the process of generating and evalu-

ating a set of weighted sample rays. This formalism initially introduced by Veech in Refernece[92],

rigorously describes the ray tracing algorithm employed in this work. Veech presents a general

description of how an estimate of some quantity can be computed with respect to some measure,

by generating a set of weighted sample rays. Here, the quantity will be the solar radiation pressure

force due to radiance incident on the spacecraft. Two key assumptions will simplify the result-

ing description. The first assumption is that ray samples are taken uniformly from a plane wave,
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GPU Usage for Solar Radiation Pressure Modeling

• Setup:


• Use full CAD Model


• Add SRP properties to surface texture


• Usage:


• Within Basilisk this model is loaded up once onto the GPU.


• Can handle time varying geometries through the use of 
articulated mesh structures


• Each time step the orientation relative to the solar flux is 
adjusted based on the current spacecraft orientation


• The forces acting on each CAD facet are added up to yield a 
net force and torque
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P. Kenneally and H. Schaub, “Modeling Of Solar Radiation Pressure and Self-Shadowing Using Graphics 
Processing Unit,” AAS Guidance, Navigation and Control Conference, Breckenridge, Feb. 2–8, 2017. 
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Faceted SRP Using OpenGL Render Pipeline

• Use built in OpenGL depth testing


• Use built in OpenGL rasterization to generate sun projected area


• OpenGL-CL shared data context
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Vertex Specification

Vertex Shader

Tessellation Shader

Geometry Shader

Vertex Post-Processing

Primitive Assembly

Rasterization

Fragment Shader

Per-Sample Operations

Custom stage implementation

Built in stage implementation

Required stage

Optional stageLit facet

Shadowed facet

Unlit facet

Sun vector



(a) MRO unlit and shadowed facets

Lit facet

Shadowed facet

Unlit facet

Sun vector

(b) MRO sunlit facets

Figure 7. A single time step evaluation of the MRO spacecraft showing sunlit facets
in gold, shadowed facets in blue and facets with a normal vector directed away from
the sun direction in green.

an even greater reduction in computation time due to dedicated GPU hardware’s increased number
of compute units.
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Figure 8. As the model facet count increases so to do the computational savings of the
parallel reduction implementation.

ONGOING MODEL DEVELOPMENT

In the SRP analysis of particularly complex spacecraft structures, secondary photon impacts cause
significant variation of the final force and torque results.5 Further work is being undertaken to
implement the ability for the OpenGL method to compute secondary photon impacts. Additionally
the implementation of arbitrary spacecraft articulation is underway and once again employs well
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three ray reflections. The aggregated force and torque val-
ues are then returned to the CPU bound process where the
values can be integrated into the dynamics propagation
component of a spacecraft numerical simulation.

GPU OpenCL execution

CPU execution

Prepare CAD Model

Compute Ray Plane

Ray Generation

BVH Traversal

Intersection Testing

SRP Computation

Return Force and 
Torque

Ray 
Terminated?No

Yes

Generate BVH

CPU initialization execution
Fig. 1: Illustration of a set of five bounding boxes and a test

ray. Intersections are recorded for the boxes with the dash
outlines.

3. Algorithm Components
The presented approach employs a number of key tech-
niques and algorithms to minimize the otherwise high
computational load of a naive ray-tracing algorithm.
These techniques include

• generation of an acceleration data structure in partic-
ular that of a bounding volume hierarchy (BVH)

• bounding box intersection testing algorithm using
clipping planes

Fig. 2: Illustration of a set of five bounding boxes and a test
ray. Intersections are recorded for the boxes with the dash
outlines.

• the computational fast Möller-Trumbore ray and tri-
angle facet intersection algorithm is used to test for
intersections with a spacecraft facet and ray

and are presented in the subsequent subsections.

3.1 Acceleration Structures

Many acceleration structures are presented in ray and path
tracing literature. Each of these structures offer advan-
tages and disadvantages which are typically dependent on
the model to be rendered.16 This method employs a sim-
ple bounding volume hierarchy to efficiently reduce the
ray intersection search space and therefore the required
ray intersection computations performed. To build the
bounding volume hierarchy a bounding volume is com-
puted for each triangular facet in the spacecraft mesh
model. In this implementation the bounding volume is
computed as a bounding box aligned to the spacecraft
model body frame. To begin, the list of bounding vol-
umes is sorted along the first frame spacecraft body frame
axis. The sorted list is then divided in half and a new
bounding volume is computed around each half of the list.
This process is carried out recursively while, at each new
split, sequentially selecting the sort axis as the next axis
in the body frame triad. This results in a bounding vol-
ume hierarchy that groups successive bounding volumes
as containing facets spatially near to each other.

An efficient method of traversing the bounding volume
hierarchy is a key aspect in the development of real-time
SRP ray-tracing.16 This implementation uses as the BVH
traversal method a depth first search array as described
by Smits.16 An example BVH hierarchy comprising 6
nodes is shown in Figure 3 first as a recursive depth first
search tree and second as a depth first search array with
precomputed skip pointers. In the recursive tree structure,
if bounding volume node A is intersected, the search re-
cursively descends to test for an intersection against node
B. If no intersection is found at node B the recursion meets

IAC-17,C1,4,3,x40634 Page 4 of 11
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GPU Based Solar and Atmospheric Pressure Drag
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CAD model with 
material properties

Use GPU to evaluate 
forces and torques 
using custom vertex 
shaders

(a) MRO unlit and shadowed facets

Lit facet

Shadowed facet

Unlit facet

Sun vector

(b) MRO sunlit facets

Figure 7. A single time step evaluation of the MRO spacecraft showing sunlit facets
in gold, shadowed facets in blue and facets with a normal vector directed away from
the sun direction in green.

an even greater reduction in computation time due to dedicated GPU hardware’s increased number
of compute units.
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Figure 8. As the model facet count increases so to do the computational savings of the
parallel reduction implementation.

ONGOING MODEL DEVELOPMENT

In the SRP analysis of particularly complex spacecraft structures, secondary photon impacts cause
significant variation of the final force and torque results.5 Further work is being undertaken to
implement the ability for the OpenGL method to compute secondary photon impacts. Additionally
the implementation of arbitrary spacecraft articulation is underway and once again employs well
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Drag forces can be rapidly computed on complex, 
time-varying geometries at speeds suitable for 

even hardware in-the-loop scenarios.

P. Kenneally and H. Schaub, “High Geometric Fidelity Modeling Of Solar 
Radiation Pressure Using Graphics Processing Unit,” AAS Spaceflight 
Mechanics Meeting, Napa Valley, California, February 14–18, 2016. Paper No. 
16-500. 
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Custom OpenGL Render Pipeline

• Framebuffer Object holds the rendered output


• Textures objects (typically used for 2D image data) are 
attached to the Framebuffer


• Vertex Shader performs a series of frame transformations 
from body-frame to projection-frame


• Each vertex’s position vector, normal vector and material 
definition is passed through 


• Fragment Shader outputs sun lit model regions
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Vertex Post-Processing

Primitive Assembly

Rasterization

Fragment Shader

Per-Sample Operations

Framebuffer Object

Vertex Specification
Parse CAD 

model vertex 
and materials

Vertex Shader Transform vertices and 
normals to sun frame

Custom stage implementation

Built in stage implementation

Required stage

Optional stage

Normals

Positions

Materials



• .OBJ and .MTL files


• Each facet allocated material properties


• Sub-meshes defined recursively


• A mesh may have multiple sub-meshes
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Mesh and Material Definition

18

AVS
Laboratory

⇢d
<latexit sha1_base64="FWHeakt2fpTEWPxDS5rQ5448xEU=">AAACSnicZVDLTsMwEHRKeZU3HLlYVJU4VQkgwZHHhWMRNEWiUbVxXWpw4sjegKKo/8AVvokf4De4IS64D6GmXcnSeGZ3NTthIoVB1/1ySgvlxaXlldXK2vrG5tb2zq5vVKoZbzIllb4PwXApYt5EgZLfJ5pDFEreCp+vhnrrhWsjVHyHWcKDCB5j0RMM0FJ+W/dVp9vZrrp1d1R0HngTUCWTanR2nHq7q1ga8RiZBGMePDfBIAeNgkk+qLRTwxNgz/DIHyyMIeImyEd2B7RmmS7tKW1fjHTETk/kEBmTRaHtjAD7ZlYbkv9abVp8BZPZSSuCQa3ocIuSpmgHe2dBLuIkRR6zsZteKikqOgyIdoXmDGVmATAt7EGU9UEDQxtjwcqFf1u4NA+j4h8hTCXobFCxCXuzec4D/6juHdePbk6q55eTrFfIPjkgh8Qjp+ScXJMGaRJGnsgbeScfzqfz7fw4v+PWkjOZ2SOFKpX/AFwDsyQ=</latexit>

⇢s
<latexit sha1_base64="HhK4/zSuVlpW0qwkx/sGDiwjST0=">AAACSnicZVDLTsMwEHRKeZU3HLlYVJU4VQkgwZHHhWMRNEWiUbVxXWpw4sjegKKo/8AVvokf4De4IS64D6GmXcnSeGZ3NTthIoVB1/1ySgvlxaXlldXK2vrG5tb2zq5vVKoZbzIllb4PwXApYt5EgZLfJ5pDFEreCp+vhnrrhWsjVHyHWcKDCB5j0RMM0FJ+W/dVx3S2q27dHRWdB94EVMmkGp0dp97uKpZGPEYmwZgHz00wyEGjYJIPKu3U8ATYMzzyBwtjiLgJ8pHdAa1Zpkt7StsXIx2x0xM5RMZkUWg7I8C+mdWG5L9WmxZfwWR20opgUCs63KKkKdrB3lmQizhJkcds7KaXSoqKDgOiXaE5Q5lZAEwLexBlfdDA0MZYsHLh3xYuzcOo+EcIUwk6G1Rswt5snvPAP6p7x/Wjm5Pq+eUk6xWyTw7IIfHIKTkn16RBmoSRJ/JG3smH8+l8Oz/O77i15Exm9kihSuU/eDKzMw==</latexit>



Advances and Applications of Computational Astrodynamics , APCOM 2019, Taipei, Taiwan

OpenCL Steps - SRP

• Work Groups (WG) = single GPU core


• Work Item (WI) = thread within WG


• Each WI will perform the SRP computation 
for a single pixels in the rasterized 
spacecraft model rendering
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GPU (Hundreds of Cores)

Device Memory

local memory

work item

compute unit

Normals Positions Materials
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(c) Hifidelity model.

Figure 3.13: OSIRIS REx spacecraft mesh models.

headings B
ŝ over the 4⇡ steradian sphere of possibilities. The three spacecraft models are shown in

Figure 3.13. Each model represents an increase in the detail of the modeled spacecraft. The first

model in Figure 3.13(a) is a simple box and wing model with a single large face oriented in the

x̂ body frame direction in order to approximate the sun-pointing projected area of the spacecraft.

The second spacecraft model in Figure 3.13(b) incorporates larger spacecraft components includ-

ing the high gain antenna (HGA), thruster ring and sample return module. The final model in

Figure 3.13(c) is the high fidelity spacecraft model exported from a CAD software package.

Evaluations of the high-fidelity model are treated as the baseline model evaluation. Force and
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headings B
ŝ over the 4⇡ steradian sphere of possibilities. The three spacecraft models are shown in

Figure 3.13. Each model represents an increase in the detail of the modeled spacecraft. The first

model in Figure 3.13(a) is a simple box and wing model with a single large face oriented in the

x̂ body frame direction in order to approximate the sun-pointing projected area of the spacecraft.

The second spacecraft model in Figure 3.13(b) incorporates larger spacecraft components includ-

ing the high gain antenna (HGA), thruster ring and sample return module. The final model in

Figure 3.13(c) is the high fidelity spacecraft model exported from a CAD software package.

Evaluations of the high-fidelity model are treated as the baseline model evaluation. Force and

Patrick Kenneally, ``Faster than Real-Time GPGPU Radiation Pressure Modeling Methods,'' Ph.D. Dissertation, 
Aerospace Engineering Sciences Department, University of Colorado, Boulder, CO, May 2019.



• Speed means no need to 
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lesser models. So we take 
a look at what the sacrifice 
would be if we used other 
methods to compute box 
and wing, and flat plate 
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• Speed means no need to sacrifice resolution with lesser models. So we take a look at what the sacrifice 
would be if we used other methods to compute box and wing, and flat plate with HGA
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(b) S frame rays mapped to the B frame.

Figure 4.3: Ray generation for the MRO mesh model with a B frame oriented bounding box (dashed
black) and an S frame bounding box (blue solid).

primary input. The BRDF evaluation produces an outgoing ray direction from which the force and

torque contribution of that single ray-surface interaction is computed. The ray termination condi-

tion is evaluated and a new ray vector origin and direction of travel generated for a continued ray

path. The parallel ray-tracing algorithm iterates through BVH traversal, intersection testing and

SRP computation until all rays have exited the scene or reached the nominated termination condi-

tion. The total force and torque contribution of all ray-surface interactions is summed and returned

to the CPU bound process where the values can be integrated into the dynamics propagation of a

numerical simulation.

4.3 Radiation Pressure Particle Tracing Formulation

In this section a formalism is introduced which describes the process of generating and evalu-

ating a set of weighted sample rays. This formalism initially introduced by Veech in Refernece[92],

rigorously describes the ray tracing algorithm employed in this work. Veech presents a general

description of how an estimate of some quantity can be computed with respect to some measure,

by generating a set of weighted sample rays. Here, the quantity will be the solar radiation pressure

force due to radiance incident on the spacecraft. Two key assumptions will simplify the result-

ing description. The first assumption is that ray samples are taken uniformly from a plane wave,
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Figure 4.2: Illustration of a set of five bounding boxes and a test ray. Intersections are recorded
for the boxes with the dash outlines.

of 2000 x 1000 squares, producing 2 000 000 rays, where each ray has an area of 1 mm2. Figures

4.3(a) and 4.3(b) provide an example of the Mars Reconnaissance Orbiter mesh model surrounded

by an S frame bounding box (blue solid) and a B frame oriented bounding box (dashed black),

respectively. The red, green and blue vectors are the respective frame axes and the black vectors

indicate rays originating from the blue ray-plane. The origin for a ray is taken as the corresponding

center of a unit area and the direction for all rays is taken as �ŝB. The ray intersection testing

must occur in the same coordinate frame in which the spacecraft vertices are defined. As a result,

the ray vectors are mapped from sun-frame S to the body-frame B using the [BS] rotation matrix.

The discretization of the incident radiation wave front into individual rays has the potential to

introduce errors into the computation. Ziebart shows in a study of this discretization error that for

representative test geometries, the error, for a maximum ray cross section of 10 mm2, is 2% and

decreases to less than 1% for ray cross sections of less than 5 mm [96].

Each compute unit on the GPU launches an instance of the OpenCL kernel program. Each

kernel instance accesses the ray wave front data in the GPU global memory space copying a specific

ray and the BVH traversal array to local memory in the compute unit. For each ray, the BVH

is traversed to test for bounding volume intersections. A positive result for a bounding volume

intersection yields a ray-surface intersection with a specific mesh facet.

The ray-surface interaction is computed with the facet’s particular material BRDF as the

52
Work Group 1 Work Group 2

(a) SIMD by ray

Work Group 1 Work Group 2

(b) SIMD by pixel

Figure 4.1: Increased GPU Work Group occupancy when tracing by ray rather than by pixel.

ray-tracing presented.

This chapter is presented in two primary sections. The first section proceeds by outlining the

key algorithmic steps of GPGPU parallel ray-tracing and the algorithmic design decisions made for

the presented implementation. Next, the importance sampling methodology employed to evaluate

the ideal specular-lambertian and complex microfacet BRDFs is detailed. The second half of this

chapter presents validation and verification of the modeling approach at first with simple cannonball

and cube meshes and then later on the more complex OSIRIS-REx and Aqua spacecraft meshes.

4.1 GPGPU Parallel Algorithm Considerations

Typically, ray tracing has been executed as a serial algorithm where a single or set of ray re-

flections are computed using a recursive algorithm which does so at slower than real-time execution

speeds. The parallel GPU computing environment provides the computing power and parallelism

required to produce a faster than real-time ray tracing implementation. However, the GPU envi-

ronment requires two key changes to the serial ray-tracing algorithm. The first change is required

because recursive function execution is not available in GPU execution environments. As a result

the recursive computation of ray reflections must be replaced by iterative function execution. Fig-

ure. 4.1 shows a notional arrangement of two fully marshaled OpenCL GPU work groups iteratively

ray tracing. The second change is that rather than making the algorithm parallel by pixel as the

serial implementation may suggest, the algorithm should be parallel by ray. This second change is

necessitated by the SIMD architecture. The SIMD architecture is most e�cient when code ensures

that each compute unit on the GPU is actively working. In the case that the algorithm is parallel

P. Kenneally and H. Schaub, “Fast Spacecraft Solar Radiation Pressure Modeling By Ray-Tracing On Graphic 
Processing Unit,” AAS Guidance and Control Conference, Breckenridge, CO, February 2–7, 2018.
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• BVH Goal: reduce the ray-object intersection search space


• Two level BVH prevents rebuilding BVH when mesh articulates 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(a) BRDF is parameterized by the intuitive
(✓i,�i) and (✓o,�o)

(b) BRDF is parameterized as function of
the half angle (✓h,�h) and a di↵erence angle
(✓d,�d)

Figure 4.7: Illustrations of Two Common BRDF Geometry Descriptions.

radiance dLr to the incident radiance dEi [65].

The geometry of the reflection interaction is shown in Figure 4.7 where x is the ray intersection

point on a surface and !o is the direction of the outgoing ray, n̂x is the unit normal to the surface at

x, and !i is the direction of the incident radiation. The normalized vector, ĥx is in the direction of

the angular bisector of !o and !i, and is defined by ĥx = (!o+!i)/|!o+!i|. In this dissertation a

particular notation convention from the field of computer graphics is used for the various directional

quantities denoted by !. For instances where the quantity is solely directional the quantity is

denoted as !. Where it is meaningful to be used as a vector the quantity is written as ! and is

assumed to be a unit vector.

It is assumed that the incident light-surface interactions are occurring in the optical linear

regime. Under this linear regime it has been shown experimentally that there is a proportional

relationship between exitant radiance and irradiance, dLo(!o) / dE(!i). This allows for the

development of the bidirectional reflectance distribution function, fr(!i ! !o), given in Eq. (4.18),

where the proportionality relationship describes the observed radiance leaving a reflecting surface

in the direction !o and the projected solid angle defined as d�?(!) = |! · n̂|d�(!).

fr(!i ! !o) =
dLo(!o)

dE(!i)
=

dLo(!o)

Li(!i)d�?(!i)
(4.18)

The relationship between the outgoing radiance and the incoming radiance for a particular optical
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Microfacet BRDF

• Surface points with normal m = h are oriented such that they reflect l into v


• Other surface points do not contribute to the BRDF.
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General micro-facet model

• D is the microgeometry normal distribution function


• G is the geometry function


• F is the Fresnel reflection factor

Rs =
D(!h)G(!o,!i)F (!o)

4(n̂ · ŵo)(n̂ · !̂i)
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Ray Bounce Illustration
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(a) One bounce (b) Two bounces (c) Three bounces

Figure 7. Increasing areas of brightness (left to right) indicate mesh areas where
self-reflected rays have impacted the spacecraft mesh.

To demonstrate the dependency of computation speed on ray resolution, the MRO model is eval-
uated for ray resolutions of 2.5 mm, 5 mm and 10 mm. The execution time is taken as an average
over 30 seconds whereby the computer is configured similarly for each test. The computer used to
produce the below results is a MacBook Pro with a 3.1 GHz Intel Core i7 CPU. The GPU employed
is an AMD Radeon Pro 560 4GB. The results of the evaluations are show in Figure 8. As expected
the, 10 mm ray resolution result in the fastest execution time of 1.15 ms, 1.83 ms and 2.4 ms for the
one, two and three bounce evaluations respectively. The 5 mm case executes slightly slower 1.27
ms, 2.06 ms and 2.41 ms for each number of bounce evaluations. The significantly slower execution
time of the 2.5 mm case can be explained by the fact that for particularly high ray resolutions the
GPU can no longer process all rays in one execution. The C++ code which supports the interface
between a numerical simulation and OpenCL on the GPU, is required to break up the ray plane into
’tiles’ sufficient to fill the GPU. Each tile is submitted to the GPU for evaluation and recombined
with all other tiles to provide the final ray-traced force evaluation.

CONCLUSIONS

This paper demonstrates how SRP forces and torques can be resolved for complex spacecraft
structures more accurately and at high speed using an OpenCL GPU-focused ray-tracing methodol-
ogy. Spacecraft self-shadowing and self-reflection are implicitly captured by a ray-tracing method-
ology resulting in faster than real-time spacecraft model evaluation. An initial analysis has shown
that three or more ray bounces resolves a large majority of SRP force magnitude and direction vari-
ations caused by spacecraft self-reflection. This method presents mission analysts with a tool that
requires minimal set up and makes use of the wealth of pre-launch spacecraft engineering data. Fur-
ther validation and characterization of the method is currently being conducted where more accurate
surface optical characteristics and their radiation interactions are modeled.
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Multiple Bounce High-Fidelity Model
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Ray Bounce Illustration
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(a) One bounce. (b) Two bounces. (c) Image di↵erence.

Figure 4.23: High percentage di↵erence attitude for torque, between one and two bounces . The
sun heading latitude and longitude (-1.8�, 40.7�).

between the first and second bounce is presented in Figure 4.23(c). It is evident that the high gain

antenna and spacecraft instrument deck redirect a significant portion of incident radiation.

To demonstrate the importance of resolving multiple ray continuations an evaluation of the

CloudSat spacecraft is computed for up to six ray continuations [87]. A high precision ‘truth’

ray-tracing evaluation is generated as a baseline value for comparison. This evaluation uses a ray

resolution of two millimeters, a ray termination condition of maximum six ray continuations and

100 waves of rays resulting in the casting of over 350 million primary rays. A debug image of the

ray-traced spacecraft is shown in Figure 4.24. The same evaluation is performed for a single wave of

two millimeter rays at successively more ray continuations from one to six. The resulting percentage

error relative to the high resolution evaluation for each of the force vector components is shown in

Figure. 4.25. For the evaluated spacecraft attitude significant error exists when only accounting
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Figure 8. Execution times for 10 mm, 5 mm and 2.5 mm ray resolutions on the MRO
spacecraft mesh.
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SRP Force/Torque Evaluation Comparison
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February Results, now 
less than 1ms
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Figure 4.32: Execution times for ray resolutions from 0.01 mm to 0.0016 mm, for one bounce.

computationally bound but rather CPU to GPU communication bound. Moreover the integrated

GPU shows much faster total computation times due to its DRAM. However, for the ray tracing

approach the integrated GPU and the discrete AMD GPU trace the same performance curve for ray

resolutions of less than 6 mm. This demonstrates that the ray-tracing approach is computationally

bound rather than communication bound. The time savings introduced by the reduced CPU-GPU

latency of the integrated GPU are matched by the increased computational load. Therefore it is

clear that the reduced communication overhead of the integrated GPU is matched for by increased

computational power of the discrete AMD GPU, resulting in the consistently close computation

times.

At the time of this analysis the GPU hardware used is considered to be modest by a compu-

tational performance standard. Graphic processing units are commonly available that will signifi-

cantly outperform the three GPUs used. Given these execution times and the combination of more

capable GPU hardware it is simple to see that further reductions in time to solution are cheaply

available by consumer grade GPUs.

Figure 4.33: Execution times for ray resolutions from 0.01 mm to 0.0016 mm, for a maximum of
three bounces.
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Execution Times Across Different GPUs
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Figure 4.32: Execution times for ray resolutions from 0.01 mm to 0.0016 mm, for one bounce.

computationally bound but rather CPU to GPU communication bound. Moreover the integrated

GPU shows much faster total computation times due to its DRAM. However, for the ray tracing

approach the integrated GPU and the discrete AMD GPU trace the same performance curve for ray

resolutions of less than 6 mm. This demonstrates that the ray-tracing approach is computationally

bound rather than communication bound. The time savings introduced by the reduced CPU-GPU

latency of the integrated GPU are matched by the increased computational load. Therefore it is

clear that the reduced communication overhead of the integrated GPU is matched for by increased

computational power of the discrete AMD GPU, resulting in the consistently close computation

times.

At the time of this analysis the GPU hardware used is considered to be modest by a compu-

tational performance standard. Graphic processing units are commonly available that will signifi-

cantly outperform the three GPUs used. Given these execution times and the combination of more

capable GPU hardware it is simple to see that further reductions in time to solution are cheaply

available by consumer grade GPUs.

Figure 4.33: Execution times for ray resolutions from 0.01 mm to 0.0016 mm, for a maximum of
three bounces.
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Conclusions

• Basilisk’s modular natural allows for rapid integration of space 
environment models


• The current implementation provides convenient base classes for 
atmospheric neutral density and magnetic field models, as well as the 
more complex MSIS and WMM models.


• The GPU-based Facet SRP modeling is going to be released shortly 
in the open develop branch.  The Ray-Tracing SRP modeling is 
expected to be incorporated into the open Basilisk repo later in 2020.


• Information about Basilisk can be found at


• http://hanspeterschaub.info/basilisk/
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Questions?
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