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The secondary electron method has been recently proposed to touchlessly sense the elec-
trostatic potential of non-cooperative objects in geosynchronous equatorial orbits and deep
space. This process relies on the detection of secondaries generated at the target surface, that
is irradiated by an electron beam. Although the concept has been demonstrated with basic
geometries, the electric field around a complex body leads to a highly inhomogeneous distribu-
tion of secondary electrons that determines the performance of the system. This paper employs
vacuum chamber experiments and particle tracing simulations to investigate the detectability
of the secondary electron flux generated over a spacecraft-like electrode assembly. The differ-
ential charging scenario, in which the assembly is charged to multiple potentials, is also studied.
A three-dimensional particle tracing framework that implements the coupled electron beam
propagation and secondary electron generation processes is introduced and validated, showing
its utility as a diagnostic tool. The spacecraft shape, potential distribution, and electron beam
intersection define the detectability of the target, which is limited to well-defined spatial re-
gions where the potentials are measured with high accuracy. The analysis provides theoretical
and technical insight into the development of future electron-based remote potential sensing
technologies.

I. Introduction

The use of secondary electrons [1] and x-rays [2, 3] has been recently proposed to touchlessly sense the electrostatic
potential of non-cooperative objects in Geosynchronous Equatorial Orbit (GEO) and deep space. These approaches,

illustrated in Fig. 1, make use of a positively charged servicing craft that directs a high-energy electron beam at the
object of interest so that low-energy secondary electrons and x-rays are emitted from the surface. The secondary electron
flux is accelerated toward the servicing craft and arrives with an energy equal to the potential difference between the two
bodies. The servicing craft measures the electron and photon energy spectrum and, knowing its own potential, infers that
of the target [4]. Several novel applications are enable by this approach, including those dealing with the electrostatic
detumbling [5] and reorbiting [6–9] of debris, Coulomb formations [10], virtual structures [11], electrostatic inflation
[12], and the mitigation of arcing during rendezvous, docking, and proximity operations [13].

The validation of these touchless electrostatic potential sensing methods has been addressed in previous works with
flat plates, which simplify experimental procedures and ease data interpretation [1, 3, 14]. However, a flat surface is not
representative of a standard spacecraft, whose complex geometry leads to a highly inhomogeneous electric field that
determines the trajectories of low-energy particles [15–18]. A recent work exemplifies the importance of this effect by
making use of two-dimensional shape primitives in vacuum chamber and numerical experiments, showing how concave
geometries and internal corners focus the flux of secondary electrons, while convex surfaces and external corners have
the opposite effect [19]. The detectability of secondary electrons at a servicing spacecraft is thus determined by the
target’s geometry and relative position [19] and the interaction with the electron beam [20]. The problem is further
complicated when differential charging (i.e. multiple potentials) is considered. Although modern design best practices
recommend all exterior surfaces to be connected to a common ground to prevent arcing events [21], numerous spacecraft
are known to have suffered from differential charging in the past [22–25]. The presence of multiple potentials and deep
dielectric charging further complicates the remote sensing process. On one hand, electrons are steered in different
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Fig. 1 Conceptual representation of the secondary electrons and x-ray-based electrostatic potential measure-
ment processes

directions with respect to the uniform potential scenario. On the other, their observability may be severely compromised
due to the generation of potential traps [19, 26].

This paper addresses the detectability of spacecraft potentials using the secondary electron method. Its primary
goal is to identify the geometrical configurations for which the flux of secondaries is observable, and its magnitude. A
second goal is to develop and validate a particle tracing simulation framework that enables higher fidelity simulations of
the sensing process. Previously unexplored mechanisms, like the coupling between electron beam propagation and
secondary electron generation, are addressed. Moreover, the effects of differential charging on a complex space-like
geometry are studied for the first time. Vacuum chamber experiments are carried out at the Electrostatic Charging
Laboratory for Interactions between Plasma and Spacecraft (ECLIPS) simulation facility [27] to support the study. The
expansion from two to three dimmensions is achieved by making use of SIMION, a popular particle tracing simulator
used in the design of ion optics [28] which becomes particularly appropriate for space applications where space charge
effects remain negligible. The SIMION-based model is introduced in Sec. II, and the experimental procedure is
described in Sec. III. Key results and design guidelines relevant for future spacecraft applications are finally discussed
in Sec. IV.

II. Particle Tracing Model
The touchless electrostatic potential sensing model here introduced is built in SIMION by means of user-defined

functions programmed in Lua language. Although different particle tracing suites could be employed for this task,
SIMION eases geometrical calculations and implements a solid tool set that speeds up the development process.

A. Electrostatic framework
The trajectory of each charged particle is computed in SIMION from Newton’s second law

dv
dC

=
@

<
K, (1)

where v, @, and < are respectively the particle velocity, charge, and mass, K is the electric field, and C is the time.
Relativistic corrections are implemented when Lorentz’s factor W =

√
1 − E2/22 exceeds 10−10, with 2 being the speed

of light. The electric field is derived from the electrostatic potential + as

K = ∇+, (2)
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while + is computed by solving Laplace’s equation

∇2+ = 0 (3)

in the simulation domain. A regular Cartesian mesh is employed with the boundary conditions being determined by
the predefined potentials of each electrode (Dirichlet) or by the zero-derivative of + (Neumann). The potential of the
electrodes, named potential arrays in SIMION, can be adjusted individually by taking advantage of the additive property
of the Laplace equation. The overall potential is then computed as the superposition of each solution, enabling faster
simulations.

Equation 1 does not include the magnetic Lorentz force term. The geomagnetic field in GEO orbit is ∼100 nT,
resulting in gyroradii of 100-3000 m for electron energies from 10 to 104 eV. Although weak, this effect can slightly
deviate the secondary electrons and should be implemented in future works. In the case of application described in
Sec.III, however, the geomagnetic field is almost perfectly aligned with the electron velocities (specifically, with the
electron beam), the gyroradius is several times larger than the characteristic length of the experiment, and the electric
force is one order of magnitude larger than the magnetic force. For these reasons, the magnetic contribution has been
neglected.

It is important to note that SIMION, by default, does not solve Poisson’s equation to account for space-charge effects.
This implies that the electrostatic environment is fully determined by the potential arrays, whose solution is computed
before each simulation, and that the magneto-electrostatic interaction between particles is not considered. Electron
beams, however, can include approximate beam repulsion models. Further details on the implications of this assumption
in spacecraft charging scenarios can be found in Sec. II.C.

B. Secondary Electron Emission
When a sufficiently energetic primary electron impacts a surface, part of its energy is shared with neighboring

particles, leading to the release of secondary electrons [26]. This effect is not included by default in SIMION and should
be properly modeled to enable the study of active spacecraft charging. User-defined Lua functions can be written to
complement the standard toolset. The modeling and implementation of the secondary electron yield, primary electron
impact, angular distribution, and energy distribution are subsequently described.

1. Secondary electron yield
The probability of emission of secondaries per incoming primary electron is given by the secondary electron yield

X. This value depends on the incidence energy � of the impinging particle in a relation that can be approximated by
Sanders and Inouye yield model [29]

X(�, 0) = 2
[
4−�/0 − 4−�/1

]
, (4)

where 0 = 4.3�max, 1 = 0.367�max, and 2 = 1.37Xmax. The parameters Xmax and �max define the maximum yield point
and characterize the surface. However, these values strongly depend on the surface structure and conditions [30–32],
which may be particularly unpredictable after a prolonged exposition to the GEO environment [33]. It should be noted
that X(�, 0) may be greater than 1 between the crossover points �1 and �2, with �1 < �max < �2. Consequently, an
incoming particle may generate more than one secondary electron [26].

Once the probability of emission for a particular primary impact is known, it is necessary to compute the number of
released secondaries. It seems natural to treat this event as a Poisson point process, and thus a Poisson distribution with
parameter _ = X(�) is implemented using Knuth’s algorithm [34]. Unlike the existing SIMION examples∗, where an
impacting primary electron is either terminated or steered to match a yield below 1, the model here presented employs
the new experimental SIMION 8.1/8.2 function simion.experimental.add_particles() to create an undefined
number of particles from a collision event.

The incoming electron flux may also be reflected off the surface, producing backscattered electrons [26]. These
particles have much higher energies than secondary electrons and are hence easy to remove from the overall energy
spectrum. For that reason, their contribution is neglected in this work.

∗The interested reader is referred to the readme.html file in the examples/secondary folder of SIMION 2020
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2. Effect of incident primary electron angle
The emission of secondaries is also dependent on the incidence angle of primary electrons. Darlington and Cosslett

propose the relation [35]
X(�, q) = X(�, 0)4VB (�) (1−2>Bq) , (5)

with q being the primary incidence angle, X(�, 0) the secondary electron yield obtained from Eq. 4, and

VB (�) = 4Z , (6a)

Z = 0.2755(b − 1.658) − {[0.2755(b − 1.658)]2 + 0.0228}1/2 , (6b)

b = ln (�/�max), (6c)

empirical factors proposed by Laframboise and Kamitsuma [26].

3. Angular distribution
The angular distribution of secondary electrons follows approximately Lambert’s cosine law and is nearly independent

of the angle of incidence of the impinging particle [36]. The polar angle is thus computed from an uniform 0-1 random
variable G through [37]

\ =
1
2
acos(1 − 2G), (7)

while the azimuth angle follows an uniform distribution between 0° and 360°.

4. Energy distribution
The energy �B of a secondary electron with respect to the vacuum level is of the order of a few eV and follows

a characteristic distribution with a peak at one third of the work function i of the material. The Chung-Everhart
normalized probability density function (PDF)

5 (�B) = 6i2�B
(�B + i)4

(8)

is commonly employed to approximate this distribution [38].
The energy of a new secondary is computed in a dedicated Lua library by applying the inversion method to the

cumulative distribution function (CDF) of Eq. 8, given by

6(�B) = i

3(�B + i)3
− 1
2(�B + i)2

+ 1
6i2

. (9)

The desired �B is obtained by entering the CDF with a value of 6 sampled from a uniform distribution. However, it is
not possible to derive an analytical �B (6) from Eq. 9, and thus Newton’s method is implemented to compute �B for a
given 6. This process is implemented in Lua taking i/3 as an initial estimate, reaching the desired energy value within
few iterations with a tolerance of ±0.01 eV.

C. Space environment
Spacecraft-plasma interactions have motivated a wide variety of fundamental and applied research because of

the complex physical mechanisms involved and their impact on space instrumentation. The full consideration of
these phenomena requires solving the Poisson equation and the plasma density distribution, incurring in prohibitive
computational costs. In contrast, the electrostatic framework described in Sec. II.A is computational efficient because it
ignores space charge effects.

In the presence of charged bodies, the surrounding plasma tends to relocate under the influence of Coulomb’s force
following a process known as Debye screening [39]. As a consequence, the electrostatic potential is damped in a
characteristic distance given by the Debye length, which in GEO orbits is nominally about 200 m [40]. The propagation
of electron beams and secondary electrons in the active spacecraft charging scenario is driven by the actual electrostatic
potential, but since servicer and target spacecraft are separated by tens of meters, Debye screening is expected to have a
second-order impact on the detection process. In other words, the unperturbed electrostatic potential obtained by solving
the Laplace equation offers a good approximation of the actual electrostatic environment for this particular problem.
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Space-charge can also lead to localized phenomena that may influence the sensing process. A number of works
have reported the presence of electrostatic barriers that prevent the detection of low-energy particles and the escape
of secondary electrons from the spacecraft surface [41–44]. These barriers appear when “the photoelectron density
at the surface of the spacecraft greatly exceeds the ambient plasma density, the spacecraft is significantly larger than
the local Debye length of the photoelectrons, and the thermal electron energy is much larger than the characteristic
energy of the escaping photoelectrons” [43]. The effect is important near the Sun, but becomes far less concerning for
distances beyond 0.3 AU [43, 44]. In the problem addressed by this work, the target spacecraft can charge negatively
up to several kV under the influence of a well-localized electron beam. The beam landing spot generates low-energy
secondary electrons that can produce their own electrostatic barrier [45]. Using a spot radius of 10 cm, unit yield, and
an average secondary energy of 2 eV, the number densities of secondaries near the surface range between 200 and
2 · 105 cm−3, resulting in secondary Debye lengths between 70 and 2 cm. These rough computations indicate that
well-focused high-current beams may lead to localized electrostatic barriers. Poisson solvers are needed to further
explore this issue. From a practical perspective, a mild electrostatic barrier may reduce the number of secondaries
escaping the surface, but should not significantly influence their trajectory. The model here presented should then offer
a reasonable approximation to the problem in most cases of technical interest.

Regarding electron-plasma interactions, it should be noted that the GEO plasma is low density (0.1-1 cm−3) and
high-energy (up to many keV), excluding quiet days without significant solar activity where higher densities (∼100
cm−3) and lower energies (few tens of eV) are observed [26]. As a consequence, the mean free path is of the order of
100 AU, and the GEO space can be considered collisionless. The same occurs in a high-vacuum environment (10−7
Torr) like the one generated in the ECLIPS facility, where the mean free path is about 1 km. On the other hand, the
detectability of incoming secondaries is not compromised by the environment because it is several orders of magnitude
larger than the background plasma flux both in active and passive potential sensing scenarios [46].

Changes in temperature can also influence the work function of the surface material [47] and its secondary electron
yield [48, 49]. Given that the operational temperature of space antennas and solar panels ranges between about -100°C
and 100°C [50], temperature may significantly alter the secondary electron flux magnitude during the potential sensing
process. However, this does not affect the spatial distribution of secondary electrons or the detectability of the target,
which are the primary variables of interest for this work. The electron beam is, by itself, another heat source. In the
experimental setup presented in Sec. III.A, a ∼0.01 W electron beam is directed toward an aluminum electrode with an
emissivity of ∼0.1 and a surface area of ∼ 500 cm2, resulting in a temperature variation of less of 1 K under the black
body assumption. Thus, the electron-beam-induced temperature increase can be neglected in the experiments.

III. Materials and methods

A. Experimental setup
The experimental vacuum chamber setup pictured in Fig. 2 is employed to study the observability of secondary

electrons in complex differentially-charged targets. It is composed of a 70×70×70 mm3 spacecraft-like bus electrode
and a 145×60 mm2 panel electrode assembly that is actuated by a stepper engine. Both electrodes together resemble the
geometry of a spacecraft and are charged independently up to -800 V by a Matsusada AU-30R1 and a Spellman SL300
high voltage power supply. The assembly is irradiated by a Kimball Physics EMG-4212D electron gun configured to
produce an electron beam of 1307 eV and 10 `A. This beam energy value is chosen to maximize the production of
secondaries (see Sec. III.B). The resulting flux of x-rays and secondary electrons is measured by an Amptek X123 x-ray
spectrometer and a Retarding Potential Analyzer (RPA) that form an angle of ∼16° with the electron beam and that stay
at least 95 mm away from the tip of the panel electrode. The angular position of the electrode assembly is monitored by
means of an incremental rotary high-vacuum Renishaw Tonic encoder.

The experiment is designed to measure the energy spectrum of electrons arriving at the RPA for a given bus and
panel electrode potentials and assembly rotation angle. A 3.8 cm diameter Kimball Physics Rugged Phosphor Screen is
employed to set the unperturbed electron beam configuration and provide a reference point for the numerical simulation.
The beam reaches both electrodes with a ∼2.5 cm final beam diameter. Secondary electrons are thus generated over
both surfaces, enabling the study of differential charging problems. Further details on the ECLIPS Space Environments
Simulation Facility can be found in Ref. [27].

A key difference between the setup represented in Fig. 1 and an actual spacecraft charging scenario is the existence
of a grounded vacuum chamber wall (essentially, a Faraday cage) around the experiment. Its presence disturbs the
electrostatic potential around the electrodes, and must be taken into account in the definition of the numerical simulation
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Fig. 2 Experimental setup

framework. Furthermore, the small scale of the experiment makes results particularly sensitive to geometrical and beam
pointing errors.

B. Material Properties
The electrodes are made of aluminum, which is characterized by the values �max ≈ 300 eV, Xmax ≈ 0.97 [26],

and i ≈ 4 eV [38]. As previously noted, these estimations depend strongly on surface conditions that are usually
characterized in a laboratory environment [30–33] but hard to estimate in space, and should thus be taken as a rough
estimate. This difficulty does not prevent the numerical model from being applied to active spacecraft charging scenarios,
because it is in the angular dependence of the result and not in their absolute value where most of the technical interest
lies.

Figure 3 represents the secondary electron yield as a function of the energy of a normal incident primary electron
(Sec. II.B.1), the angular yield ratio as a function of the angle and incidence of the primary electron (Sec. II.B.2), and
the PDF of secondary electron energies (Sec. II.B.4). These relations are implemented in the Lua library of the SIMION
model and motivate the selection of an electron beam of ∼1300 eV to irradiate the target with a landing energy close to
the yield peak.

δ(Emax,0)=0.3, Emax=0.3 keV

δ(
E

,0
)

0

0.2

0.4

0.6

0.8

1

E (keV)
0 2 4 6 8 10

(a) Yield

E (eV):
1400
1200
1000 

800

600

400

200

δ(
E

,φ
)/

δ(
E

,0
)

1.00

1.25

1.50

1.75

2.00

2.25

φ (deg)
0 0.25 0.5 0.75 1 1.25 1.5 1.75

(b) Angular yield ratio

Es,max=1.33 eV

P
D

F

0.00

0.05

0.10

0.15

Es (eV)
0 5 10 15 20

(c) Energy distribution

Fig. 3 Estimated secondary emission properties of aluminum

6



C. Measurement of secondary electron flux
The flux and spectrum of the secondaries generated over the electrodes is measured using an in-house RPA [46]. The

RPA features an entrance grid at ground potential, and a second discriminating grid controlled by a Matsusada AU-30R1
high-voltage power supply. A Keithley DMM6500 multimeter is connected to the grid to measure its voltage and
correct the small bias induced by the source. After the grids, a Faraday cup connected to a Keithley 2401 SourceMeter
picoammeter is employed to measure the current flux at different energy levels. Electron currents of at least 10 pA
with energies up to 1000 eV can be detected with this configuration. Based on previous measurements [20], the RPA
efficiency is estimated to be a 20%, although this value should be expected to vary with the direction and intensity of the
incoming flux of electrons. For simplicity, a 0.2 correction factor is considered in all simulations.

The RPA is operated in two distinctive modes. In the first, the cumulative secondary electron energy spectrum is
obtained by sweeping energy levels from -150 V below the minimum applied potential up to 150 V above the maximum
with steps of 1 V and taking the average of 45 samples. The resulting curve is then differentiated to obtain the energy
spectrum, as done in Sec. IV.C. In the second mode, the total current is measured at ± 50 eV of the expected energy
peak. Both values are subtracted to determine the flux of electrons associated with that energy band. Although this
approach provides less information on the population of electrons, it is much faster than the former and eases angular
dependence studies like those presented in Sec. IV.D. Both methods are applied in an identical way in SIMION.

D. Particularization of SIMION model
The SIMION simulation framework introduced in Sec. II is tailored, without any loss of generality, for the assembly

presented in Fig. 2. A single geometry file (.gem) is used to implement the setup described in Sec. III.A, resulting in
the 301×301×301 mesh (2 mm/grid unit) depicted in Fig. 4. Each point of the domain requires about 10 bytes of RAM,
and up to 20 billion points can be simulated. The floor, walls, main structural supports, and RPA casing are grounded,
while the bus and panel electrodes are modeled as fast arrays with adjustable potentials. From a numerical perspective,
the walls of the chamber impose a Dirichlet external boundary condition to the Laplace equation (see Sec. II.A).

Because SIMION employs a Cartesian mesh, curved geometries introduce jags that may distort the local electric
field and even prevent secondaries from escaping the surface. This problem is overcome by rotating the system while
leaving the electrodes aligned with the axes of the model†. Previous implementations by the main SIMION programmer,

†As the old saying says, “If the hill will not come to Mahomet, Mahomet wil go to the hill” (Francis Bacon, Essays, 1625)
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while the bus and panel electrodes are modeled as fast arrays with adjustable potentials. From a numerical perspective,
the walls of the chamber impose a Dirichlet external boundary condition to the Laplace equation (see Sec. II.A).

Because SIMION employs a Cartesian mesh, curved geometries introduce jags that may distort the local electric
field and even prevent secondaries from escaping the surface. This problem is overcome by rotating the system while
leaving the electrodes aligned with the axes of the model†. Previous implementations by the main SIMION programmer,
David Manura, integrate the trajectories of secondary electrons to displace the source region a few units away from the
surface (see footnote at the bottom of page 3). That approach is particularly e�ective for generic geometries and is kept
in the LUA libraries of the model for future use.

The determination of surface normal vectors is a critical step for several processes involved in the generation of
secondaries, from the imposition of a Lambertian angular distribution to the proper quantification of the secondary
electron yield. In this work, the di�erent directions are determined analytically after identifying the impact location of
the primary electron. However, it is also possible to estimate the surface normals by taking advantage of the fact that the
electric field should be orthogonal to the surface. The reasons why this may not always be the case are (i) the inherent
numerical errors associated with the computation of r+ , and (ii) the presence of jags in curved geometries. These

†As the old saying says, “If the hill will not come to Mahomet, Mahomet wil go to the hill” (Francis Bacon, Essays, 1625)

Fig. 4 SIMION model mesh
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David Manura, integrate the trajectories of secondary electrons to displace the source region a few units away from the
surface (see footnote at the bottom of page 3). That approach is particularly effective for generic geometries and is kept
in the Lua libraries of the model for future use.

The determination of surface normal vectors is a critical step for several processes involved in the generation of
secondaries, from the imposition of a Lambertian angular distribution to the proper quantification of the secondary
electron yield. In this work, the different directions are determined analytically after identifying the impact location of
the primary electron. However, it is also possible to estimate the surface normals by taking advantage of the fact that the
electric field should be orthogonal to the surface. The reasons why this may not always be the case are (i) the inherent
numerical errors associated with the computation of ∇+ , and (ii) the presence of jags in curved geometries. These
issues may be partially corrected if the gradient is computed a few units away from the surface, but the accuracy of
the results is strongly dependent on the geometry and electrostatic environment under study. Analytical solutions are
consequently implemented in this work.

Matlab is employed to configure and launch the SIMION simulation and also to analyze its outcomes. The SIMION
model exports a text file with the kinetic energy of the electrons that reach the interior of the RPA. The collision is
detected using SIMION’s segment.terminate() function, from where the final position of the electron is extracted.
If the position is within the RPA detector volume, the energy of the incoming electron is recorded for future analysis.

The new physical processes implemented in the model have been verified by comparing the numerical outcomes
with the analytical results given in Sec. II. In order to guarantee the stability of the solution, the electrostatic field is set
to converge with a relative error of 10−4, while the electron trajectories are integrated using a fourth order Runge-Kutta
method with a maximum step size of one grid unit and a trajectory quality factor of 3 (see Ref. [28] for further details
on this parameter). The secondary electron current flux resulting from this configuration varies less than a 5% with
respect to equivalent high-fidelity simulations showing virtually no changes in the energy spectrum.

IV. Results and discussion
The experiment pictured in Fig. 2 is tested at the ECLIPS Space Environments Simulation Facility [27] to validate

the numerical simulation framework introduced in Sec. II. Numerical and experimental results are presented in this
section to understand the detection process and assess the validity of the SIMION model, extracting relevant conclusions
for future applications.

A. Overview of electron trajectories
Although charged particles and optical systems are usually considered analogous, the former, unlike the latter, cannot

be directly observed. Tracing particle simulation frameworks help overcome this issue with trajectory visualization
tools, offering key insights into the behavior of the system.

The trajectories of 100 randomly sampled electron beam particles are represented in Fig. 5 for electrode rotation
angles between −40° and 80° with respect to the beam axis and a common electrode potential of -800 V. As explained in
Sec. III.D, the rotation of the electrode assembly is applied to the rest of the model, keeping the electrodes aligned with
the geometrical axes to avoid jags in the surfaces where secondaries are generated. Three clear regimes of operation can
be observed: (i) the beam is deflected before reaching the target (U = −40°, 0°), (ii) the beam reaches the target, but

(a) −40° (b) 0° (c) 40° (d) 80°

Fig. 5 Electron beam trajectory for different electrode heading angles U
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(a) Experiment (b) SIMION model

Fig. 6 Centering and calibration of the electron beam

the resulting secondaries do not reach the detector (U = 40°), and (iii) the beam reaches the target and the resulting
electrons do reach the detector (U = 80°). The same focusing effect that has been characterized in previous works [19] is
present in the corner between the panel and the bus, concentrating the trajectories of the secondaries and restricting their
detectability to narrow regions. It is interesting to note that some trajectories result in more than one secondary electron,
and some of them are also sources of second-generation particles. If generated at grounded surfaces, those particles do
no have a particular interest for the detection of the electrode potentials because they arrive to the RPA with very small
energies. However, in the differential charging scenario, some of those second-generation particles may be created
over the surface of the electrode with the highest potential, therefore affecting the detection process. The generation of
secondaries over grounded surfaces is thus forbidden in the model in order to improve its computational efficiency.

B. Calibration
A small divergence in the geometrical or electrostatic parameters of the model with respect to the experiment can

result in qualitatively different results. This is due, among other factors, to the small scale of the system under study.
Even though the SIMION geometry carefully resembles the experimental setup, the vacuum chamber environment does
not facilitate taking measurements and some errors are almost unavoidable. In particular, the steering and expansion of
the electron beam determine the effective emission area of secondary electrons. The beam configuration is thus centered
by observing its footprint over the phosphor screen with an electrode heading of −40°. The SIMION beam particles
configuration file (.fly2) is then tuned manually to achieve the matching exemplified in Fig. 6.

C. Complex shapes
The first set of experiments focuses on the detectability of the spacecraft-like assembly when both electrodes are

charged to the same potential. This is the most representative case for modern spacecraft, whose external surfaces are
generally designed to remain grounded [18, 21]. In order to reduce the uncertainty of the measurements, both electrodes
are connected to the Spellman SL300 high voltage power source, whose potential is set and verified manually before
each run. The electron gun is operated at 1307 eV, 10 `�, and centered as shown in Fig. 6.

Figure 7 shows the electron distribution measured by the RPA and predicted by the model for rotation angles from
−30° to 80° and electrode potentials from -600 V to -800 V. The secondary electron signal is detected only at 70° and
80° for both the model and the experiments, and hence the −30° to 50° data is removed from the plots, leaving the 60°
case as a reference. In spite of the presence of numerous sources of uncertainty, the model is able to predict the location
and intensity of the peaks with remarkable accuracy. The relative magnitude of the 70° measurements with respect to
their 80° counterparts is captured as well. Still, a constant bias of ∼20 V is observed in the experiments with respect to
the electrode potential. Furthermore, the experimental peaks are almost symmetric, a feature that is not reproduced by
SIMION and that is not considered in the physical model described in Sec. II.

Since the same multimeter is used to set the electrode potential and measure the RPA grid voltage, a significant bias
in the detection process should be discarded. There are, however, two additional sources of errors that may explain
the peak shift and its unexpected symmetry. The first is the presence of oxide or contamination over the electrodes.
Previous research has shown that this thin layer can induce spatially inhomogeneous surface potential losses of the order
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Fig. 7 Secondary electrons spectrum for a range of electrode potentials and rotation angles

of a few volts [31]. The second refers to the performance of the RPA itself, whose internal configuration may result in
an apparent plasma heating and a wider energy distributions than reality. Although interesting from a purely scientific
viewpoint, these errors do not represent a concern for the applications here considered. In particular, a robust RPA
calibration process will likely solve most of these problems, limiting the detection error to tens of volts.

From a technical perspective, the ability of the model to predict the electron flux magnitude is not as relevant as its
capacity to determine the orientations for which secondary electrons can be detected. It is clear from Fig. 7 that this
primary objective is achieved and that, if an educated estimate of the target surface properties is available, the incoming
flux can be reasonably approximated.

D. Differential charging
The differential charging scenario is characterized by a complex potential field in the close proximity of the charged

object. Unlike the homogeneous case discussed in the previous section, a potential hill appears between the electrodes
(see Chapter 6 in Ref. 26), which due to Eq. 1 and noting the negative charge of the electrons may result in an overall
attractive force and a well-localized electron trap [19]. The effect is shown in Fig. 8b, where most of the secondaries are
not able to get out of the panel surface in the presence of a 200 V potential difference. As a consequence, the steering
and expansion of the electron beam determine the effective emission area, that can vary significantly with small pointing
errors. In order to mitigate this effect and reduce the uncertainty of the experimental setup, a wide 3° half-angle electron

(a) Equipotential surface (b) Secondary electron trap

Fig. 8 Secondary electron trajectories between the electrodes
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Fig. 9 Electron current fluxes at selected energy levels

beam at 1307 eV and 10 `� is subsequently employed with the same pointing configuration as before. Future spacecraft
systems may adopt the same approach when differential charging is suspected.

Figure 9 shows the experimental and numerical electron current fluxes from a range of secondary electron energies
as a function of the electrode assembly heading and charging state. The bus is set to -800 V, while the -600 V and
-700 V panel potentials are explored. The secondary electron energy range is chosen to match the potentials of the
electrodes within a band of ±50 eV (see Sec. III.C). Experimental results are in good agreement with the simulation, but
shifted by a constant ∼3° in each case. The independence of this value with the applied electrode potential points to the
accumulation of errors in the transcription of the experimental geometry to the SIMION model. Such errors are always
hard to avoid in a vacuum chamber experiment, where access is complicated, but do not represent a major technical
concern. It is also important to note how, for the first peak, both potentials can be easily determined. This contrasts with
the difficulties experienced by the x-ray method in the determination of multiple potentials [51].

More interesting is, however, the absence of a signal from the panel between 40° and 60° in the simulations and the
relatively large peak magnitude errors in the 70°-80° range. To shed light on this issue, Fig. 10 depicts the secondary
electron trajectories for several heading angles and both potential combinations. Electrons reaching the RPA come
from the south face of the bus in the 45° and 55° cases, while secondaries generated at the root of the panel are easily
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Fig. 10 Electron trajectories from panel (red) and bus (green) electrodes for different heading angles and
potential configurations
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deflected. Since both electrodes generate particles with very similar energy distributions, it can be readily concluded
that the experimental signal from the panel should come from a region close to the bus. A careful examination of the
setup depicted in Fig. 2 shows that there is an unmodeled geometry that satisfies this characteristic: the small support of
the panel. The higher current flux in the 65° to 75° experimental peaks is harder to explain, but may be attributed to (i)
a higher than expected electron beam density in the intersection with the panel, (ii) a small horizontal deflection error of
the beam, or (iii) the presence of the unmodeled panel support.

The discussion on the geometrical disagreements between the model and reality reflects the sensitivity of the
secondary-electron-based touchless potential sensing method to apparently insignificant features of the target geometry
and electron beam properties in a differential charging scenario. This observation is in agreement with the results
reported in Ref. [20], and motivates the development of this model and its application in closed-loop detection algorithms.

E. Target observability
The observability space of the experimental setup is explored numerically in Fig. 11 for electrode potentials ranging

from -500 V to -800 V, heading angles from 0° to 80°, and the electron beam configuration employed in Sec. IV.D. The
incoming electron current is quantified for each electrode energy range as described in Sec. III.C. Not surprisingly, the
observable states conform a small subset of the search space, restricted mostly to the 50° to 80° range. Equipotential
surfaces are generally easier to observe, as they avoid the generation of electron traps between the electrodes, increasing
the effective secondary emission area. It is also important to note that, for those cases where the equipotential state is
observable (60° to 80°), the current (or, equivalently, the trajectories of the secondaries) becomes remarkably stable
with the applied voltage. Since secondary electrons are created with small initial energies (see Fig. 3c), the beginning of
their trajectories closely follows the electrostatic field lines, which determine their future evolution far away from the
assembly. Thus, for a sufficiently large electrode potential, the resulting trajectories and measured current will behave as
noted.

An interesting feature is also observed for a heading of 10°, where the observability of the panel seems almost
independent of the applied potentials. This is just a consequence of the intersection between the electron beam and the
tip of the plate, that results in a direct flux of secondaries moving toward the RPA. The effect is overestimated in the
SIMION framework due to the relatively coarse Cartesian grid of the model (2 mm/grid unit), which assigns a thickness
to the panel of about 4 times the real value.

F. Source regions and sensing strategy
In the analysis carried out in the previous section, a given geometrical and electrostatic configuration is assumed to

compute the incoming flux of secondary electrons. Although this approach provides useful information on the coupled
dynamics of the active sensing problem, its computational cost is prohibitive for most applications. Instead, future
missions are likely to apply a different strategy: (i) determine the source regions, defined as the areas of the target where
electrons detected at the RPA are generated, and (ii) aim the electron beam at such region. Particle tracing simulation
frameworks like the one here introduced can implement this approach and its associated control algorithms. As an
example, Fig. 12 shows the source regions for an 80° heading angle and an homogeneous electrode potential to -800 V.
The electron beam should be aimed at the green points in order to detect a signal and measure the target properties.

Because the potential distribution of a target spacecraft is unknown beforehand, the determination of source regions
is complicated in the initial stages of the sensing process. Qualitative diagnostic information would be helpful to bound
the solution space and discover, for instance, if a particular component of the target is electrically detached from the
structure. Broad electron beams like the one implemented in Sec. IV.D may be used to excite large portions of the target
surface, enabling the measurement of multiple potentials and overcoming electron traps. x-rays-sensing [2], however, is
independent from the electrostatic environment and exhibits optimum observability properties [51], which makes it
appropriate for diagnostic purposes. However, it also leads to larger potential errors than secondary-electron sensing [?
]. A combination of both methods is thus ideal to achieve a robust and accurate detection, as highlighted by previous
studies [20? ].

V. Conclusions
This work explores the use of the secondary electron method to detect the electrostatic potential of a charged

spacecraft-like electrode assembly. Both the homogeneous and differential charging scenarios are studied. A SIMION-
based particle tracing framework that couples the electron beam dynamics and the generation of secondaries is
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Source region

Fig. 12 Source region of secondary electrons reaching the RPA for a heading of 80° and an electrode potential
of -800 V

implemented and validated, enabling a high-fidelity representation of the problem and providing useful diagnostic tools.
Experiments and numerical simulations show that the flux of secondaries can only be detected in well-defined

regions surrounding the target. However, once the detector is within those regions, the potentials are determined with
very high accuracy for both the homogeneous and differential charging scenarios. Although the homogeneous case
leads to electron trajectories that are very stable with the target potential, differential charging may induce secondary
electron traps that can potentially reduce the effective emissive area of the target. It is in this context where accurate
particle tracing simulations are needed to model the system and determine the source regions of secondary electrons
reaching the detector. Closed-loop potential sensing control algorithms may be developed in the future in combination
with existing x-ray sensing methods to address the uncertainties in the initial steps of the detection process and fully
exploit the physics of the problem.
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