
(Preprint) AAS 25-637

ENHANCING FAULT RESILIENCE IN RL-BASED SATELLITE
AUTONOMOUS TASK SCHEDULING

Yumeka Nagano*, and Hanspeter Schaub†

This paper investigates methods to enhance the resilience of policies trained using
deep reinforcement learning (DRL) for agile Earth-observing satellite scheduling,
with a focus on reaction wheel (RW) faults during operation. The problem is for-
mulated as a partially observable Markov decision process (POMDP), reflecting
real-world limitations in fault observability. Four common and critical RW fault
types are considered: complete loss of control, power draw limitations, increased
Coulomb friction, and faulty encoder measurements. These faults frequently cause
satellites to enter safe mode, leading to missed imaging opportunities. Previous
studies have shown that policies trained solely under nominal conditions exhibit
limited fault tolerance. To address this, the study evaluates three approaches: train-
ing policies in fault-injected environments, augmenting observation spaces with
fault information, and leveraging recurrent neural networks (RNNs) to capture
temporal patterns indicative of faults. Policies are trained using the Asynchronous
Proximal Policy Optimization (APPO) algorithm within Basilisk, a high-fidelity
spacecraft simulation framework. A curriculum learning (CL) policy is used as the
baseline for fault resilience. Results show that for severe faults such as uncontrol-
lable RWs, fault-adaptive training substantially improves performance. For milder
faults, incorporating fault information during training further enhances resilience
without compromising nominal performance. However, limitations remain: mod-
eling all real-world faults is infeasible, and when exposed to multiple fault types
and severities during training, policies may overly adapt to more frequent faults,
potentially neglecting rare but critical ones.

INTRODUCTION

Earth-observing satellites play a vital role in monitoring the environment, tracking natural disas-
ters, and managing resources.1 These satellites collect data through imaging instruments, which are
essential for a wide range of applications. The increasing number of target requests and the need for
efficient image scheduling have led to the development of agile Earth-observing satellite scheduling,
which can slew both along and across the orbital path.2 The primary goal of the scheduling prob-
lem is to organize satellite operations to maximize the value of collected images—by increasing
the number of imaged targets and prioritizing higher-value ones—while maintaining system safety,
such as battery charging and reaction wheel (RW) momentum management.

Traditionally, planning and scheduling are performed on the ground using optimization algo-
rithms, with the resulting plans sequenced and uplinked to the spacecraft for open-loop execution.3

Optimization-based scheduling techniques, such as branch-and-bound and mixed-integer linear pro-
gramming (MILP), have been developed to solve the problem with optimality guarantees, but they
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Figure 1: Concept Illustration of RL for satellite task scheduling in fault environment.

are computationally intensive and not suitable for real-time or onboard applications.4, 5 Further-
more, MILP-based formulations often rely on simplified models that may not adequately capture
the complexity of real-world scenarios. Heuristic approaches, including greedy algorithms and local
search methods, offer near-optimal solutions within reasonable time frames,6 but struggle to han-
dle the high dimensionality and dynamic nature of real-time scheduling, particularly with frequent
task updates and a large volume of target requests. Stochastic methods such as genetic algorithms
and simulated annealing have also been explored,7 but these techniques face similar challenges in
managing complex constraints under operational time constraints.

To overcome these limitations, recent research has explored autonomous satellite scheduling
using machine learning (ML) techniques, enabling onboard real-time decision-making.8 In this
paradigm, the learning process is conducted on the ground, and the trained model is deployed on-
board, minimizing computational overhead while enabling closed-loop responses to dynamically
added tasks or unexpected events.9 While promising, many learning-based methods simplify sys-
tem dynamics and often neglect critical safety considerations such as RW momentum dumping and
energy constraints. To address these limitations, deep reinforcement learning (DRL) has been ap-
plied to satellite scheduling to optimize decision-making in complex and dynamic environments.10

DRL uses reinforcement learning (RL) algorithms to train policies parameterized by deep neural
networks, as illustrated in Figure 1. These problems are typically formulated as Markov deci-
sion processes (MDPs),11, 12 with recent work extending the formulation to include more realistic
operational factors such as charging, downlink windows, and RW momentum management.3 Al-
ternative formulations to effectively represent the mission objectives include semi-Markov decision
processes (semi-MDPs), which accommodate variable time steps,13 and partially observable MDPs
(POMDPs),14 which model limited observability of the system state.

Sequential decision-making models, such as incorporating long short-term memory (LSTM) net-
works, have been used to enhance the temporal understanding of DRL-based scheduling policies.15

To improve safety, formal shielding methods have been integrated with DRL frameworks,16 and cur-
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riculum learning approaches have been shown to increase the robustness of policies to varying initial
conditions.17 While DRL-based scheduling policies are often designed to be robust to unexpected
events, their resilience under fault conditions remains insufficiently explored, as these policies are
typically trained under nominal conditions and are not explicitly exposed to faults during training.
The need for resilient policies capable of adapting to faults has been recognized.18

In conventional satellite operations, measurement faults—where sensor outputs deviate from ex-
pected ranges—typically trigger a safe mode response, halting mission tasks until the fault is re-
solved. Although this approach prioritizes safety, it can result in significant data loss. Existing
research on fault detection, isolation, and recovery (FDIR) has primarily focused on fault diagnosis
using expert systems or machine learning techniques,19–21 with limited attention to optimal recov-
ery actions. Some studies have addressed this by integrating fault diagnosis with spacecraft control
systems,22 exploring adaptive control for attitude regulation and collision avoidance,23, 24 and an-
alyzing trade-offs between mission success and operational safety.25 However, investigations into
the resilience of RL-based satellite autonomy under fault conditions remain scarce. While some
studies have shown that training under specific fault scenarios can improve policy performance,26

these approaches often require tailored training for each fault type. Other efforts, such as those
addressing communication faults during small body science missions, demonstrate the adaptabil-
ity of RL-based planning and scheduling under constrained conditions like Deep Space Network
outages.27

In the field of robotics, fault-tolerant control methods have been developed using RL to enhance
the resilience of robotic systems under fault conditions. Fault scenarios involving joint failures in
manipulators and locomotion systems have been studied under the assumption that the system can
detect faults through self-diagnosis.28 Additionally, meta-RL—where algorithms quickly adapt to
new tasks by leveraging training data from related scenarios29—has been applied to locomotion
fault scenarios.30 These approaches demonstrate adaptability to faults, with meta-RL in particu-
lar showing strong performance in handling unseen situations and sudden environmental changes.
Moreover, RL-based fault-tolerant control strategies for unmanned aerial vehicles (UAVs) under
actuator faults have been explored, demonstrating effective fault-handling capabilities.31 However,
this line of research primarily addresses actuator degradation rather than severe failure scenarios
that require switching to an alternative controller.

Despite recent advances in DRL for agile satellite task scheduling, enhancing policy resilience
under actuator fault conditions remains a largely unexplored area. While prior work such as Ref-
erence 17 has demonstrated that CL can improve robustness against environmental variations, its
effectiveness in the presence of actuator faults—particularly RW failures—has not been evaluated.
Previous research assessed fault resilience by testing policies trained in nominal environments un-
der faulted conditions, without using CL or incorporating fault-specific training.18 Building on that
foundation, this study focuses on evaluating DRL-based policies with CL training approach under
RW faults, including four representative fault types: complete RW failure (uncontrollable), power
draw limitation, increased Coulomb friction, and encoder measurement fault. The CL framework is
adapted to the satellite imaging task, and its performance is evaluated using two key metrics: reward,
which reflects imaging task success, and aliveness, defined as the satellite’s ability to complete three
full orbits without battery depletion or RW overspeed.

To explore ways of improving policy resilience under RW fault conditions, three training ap-
proaches are evaluated. The first approach involves training the policy in environments that include
fault scenarios, without assuming the agent has access to explicit fault information. For this case,
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policies are trained both with and without an LSTM architecture to examine whether leveraging tem-
poral dependencies in the observation history enables the agent to infer latent fault states and make
more informed, context-aware decisions. The second approach augments the observation space with
explicit fault information, assuming that onboard systems can accurately detect and identify faults.
Two types of fault observability are considered: a binary indicator specifying the presence or ab-
sence of a fault, and a RW identifier indicating which RW is faulty. These policies are tested under
RW uncontrollable scenarios and compared with a strategy that disables the faulty RW upon detec-
tion. The third approach introduces varied fault types and severities during training. In this setting,
the agent is informed of which RW is faulted but not the specific fault type or severity—reflecting
more realistic operational uncertainty. This scenario assesses whether the policy can find effective
actions when the RW is partially degraded but not completely failed. Together, these approaches
provide a broad assessment of DRL-based strategies aimed at enhancing fault resilience in satellite
task scheduling under representative actuator fault conditions.

The remainder of the paper is organized as follows. The Problem Statement section introduces
the formulation of the satellite scheduling problem. The Solution Approach section details the
curriculum learning methodology and the various training strategies employed to improve policy
resilience. The Results section presents an in-depth analysis of policy performance under multiple
fault conditions. Finally, the paper concludes with a summary of findings.

PROBLEM STATEMENT

This paper investigates methods to enhance the fault resilience of policies trained using DRL
algorithms for autonomous task scheduling in satellites. The focus is specifically on faults in RWs,
which are critical components for attitude control and precise target pointing. The study considers
a single satellite equipped with four reaction wheels: three aligned with the principal axes (yaw,
pitch, and roll), and a fourth redundant wheel tilted at equal angles relative to the others. While
three RWs are sufficient for full attitude controllability under nominal conditions, the inclusion of a
fourth RW provides redundancy in the presence of faults.

Problem Formulation

To account for limited state observability, the satellite scheduling problem is formulated as a
POMDP defined by tuple (S,A, T,R,O, Z),32 where:

• State Space S: The state space comprises the satellite and environmental states required to
propagate the simulation at each discrete time step k, denoted sk ∈ S.

• Action Space A: The action space consists of 34 distinct actions, including a charging action,
a momentum management action for desaturating the reaction wheels, and 32 imaging actions
corresponding to the upcoming 32 targets. At time step k, the agent selects an action ak ∈ A.
Both the charging and momentum management actions have a fixed duration of 60 seconds.

• Transition Function T (sk+1 | sk, ak): The transition function is deterministic and generated
by the simulator, such that

T (G(sk, ak) | sk, ak) = 1 (1)

where G(sk, ak) = sk+1 represents the generative model provided by the environment.
• Reward Function R(sk, ak, sk+1): At each time step k, the reward for each target i is defined

4



as:

Ri =

{
ρi, if target i ∈ Uk

0, otherwise
(2)

where ρi is the priority of target i, and Uk is the unfulfilled target list at time k. A target is
moved from Uk to the fulfilled list Fk upon successful imaging.

• Observation Space O: At each time step k, the agent receives an observation ok ∈ O, which
is a subset of the full state sk and is normalized as described in Table 1.

• Observation Function Z(ok | sk, ak): The observation function is deterministic, assuming
that the satellite can observe the states within the observation space without uncertainty.

• Discount Factor γ: The discount factor γ = 0.999 balances immediate and future rewards.

An episode terminates when a failure condition occurs: the battery charge level drops to zero, or
any of the satellite’s reaction wheels reaches its maximum angular speed. Otherwise, the episode is
truncated when the duration reaches three orbits.

The objective is to find a policy π that maps observations to actions and maximizes the expected
discounted return starting from state s0:

V π(s) = E

[ ∞∑
k=0

γkR(sk, ak, sk+1)

∣∣∣∣∣ ak = π(ok), sk+1 = G(sk, ak)

]
∀s ∈ S (3)

Table 1: Observation Space of the Satellite

Parameter Normalization Description
P r̂B/N Earth’s radius Position of the satellite with respect to the inertial frame

N , expressed in the planet frame P .
P v̂B/P |vB/N | Velocity of the satellite with respect to the planet frame,

expressed in the planet frame.
ĉB/P π Orientation of the satellite’s sensing instrument with re-

spect to the planet frame.
PωB/P 0.03 Angular velocity of the satellite with respect to the planet

frame, expressed in the planet frame.
Pf Maximum battery capacity Battery charge level.
Φs π Angle between solar panels and the sun vector.
Ωi Maximum RW angular speed RW angular speed of each RW i.
estart Orbital period Next eclipse start time.
eend Orbital period Next eclipse end time.

P r̂Ri/B Earth’s radius Position of the target i in the planet frame
θi π Angle between target i and the current pointing direction

of the satellite.
ρi - Priority of upcoming target i.
t Episode duration Simulation time.

SOLUTION APPROACH

In order to improve the fault resilience of RL-based scheduling policies, several approaches are
explored:

1. Evaluating Curriculum Learning (CL) Policy in Fault Environments: This approach in-
volves training a policy using CL method described in Reference 17. This CL approach
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shows the effectiveness for the satellite task scheduling problem to make the policy more
robust to conditions differ from nominal conditions. Therefore, the CL-based policy is used
as a baseline to evaluate its performance in fault environments. The policy is not exposed
to faults during training, while it experiences wide range of battery capacity, external torque,
and initial conditions.

2. Training in Fault Environments: This approach involves training the policy in environments
that include fault scenarios. The policy is trained to maximize the reward while being exposed
to various fault conditions, focusing on reaction wheel failures. This method allows the policy
to learn how to handle faults during training, potentially improving its performance in fault
scenarios. That algorithm includes incorporating observation history through recurrent archi-
tectures. The policy is trained using a recurrent neural network (RNN) architecture, such as
LSTM, to capture temporal dependencies in the observation history. This allows the policy to
infer latent information—such as undetected faults—from patterns in past observations and
take context-aware actions. In this approach, the agent cannot observe the fault information.

3. Augmenting Observation Space with Fault Information: This approach assumes that faults
are detected and accurately identified onboard. The corresponding fault information is ap-
pended to the observation space in addition to the features listed in Table 1. By providing
explicit knowledge of the fault state, the policy can learn to take corrective or compensatory
actions.

Simulation Environment

All simulations are conducted using BSK-RL,* an open-source Python package that provides
modular, high-fidelity reinforcement learning environments for spacecraft tasking and planning.33

BSK-RL integrates the Gymnasium framework, widely used in reinforcement learning research,
with Basilisk,† a high-fidelity astrodynamics simulation software developed for spacecraft flight
dynamics and operations.34

Basilisk, written in C and C++ with a Python interface, serves as the generative model G(s, a)
in this framework, enabling realistic simulation of spacecraft dynamics, subsystems, maneuvering
times, and power constraints. Its fast runtime and flight-proven capabilities make it particularly
well-suited for reinforcement learning applications that require both physical accuracy and compu-
tational efficiency.

Actions The simulation environment models the spacecraft dynamics, RWs, battery subsystem,
and momentum management capabilities. When an imaging action is chosen, the simulator calcu-
lates the control torque to align the satellite with the target. During the maneuver, the simulator
checks the imaging constraints, the relative angle between the target and the satellite, and the rel-
ative angular rate. If the constraints are satisfied, the target is successfully imaged, the reward is
awarded proportional to the targets priority, and the target is moved to the fulfilled list. If the con-
straints are not met, the imaging action fails, and the target remains in the unfulfilled list. This study
exclusively considers point-by-point imaging; however, the approach can be extended to support
strip imaging.6

The simulator also accounts for the battery charge level, incorporating baseline power consump-
tion to represent essential subsystems, maneuver power consumption for providing torques to the

*https://avslab.github.io/bsk_rl
†https://avslab.github.io/basilisk
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Table 2: Satellite Parameters

Parameter Value

Altitude 500 km
Mass 330 kg
Inertia [121, 98, 82] kg m2

Battery capacity 160 Wh
Base power consumption 20 W
Initial battery charge fraction [0.4, 1.0]
Relative angle limit for imaging 28°
Relative angular rate limit for imaging 0.01 rad/s
RW maximum torque 0.2 Nm
RW maximum speed 1500 RPM
Initial RW speed [-900, 900] RPM
Number of requests [1000, 10000]
Target priority ρi [0, 1]
External torque 0.1 mNm

RWs, and imaging power consumption for operating the imaging instrument. The satellite can pas-
sively charge during the simulation whenever its solar panels face the Sun and are not in eclipse,
even while performing other actions. The charging rate depends on the solar incidence angle. When
the charging action is selected, the satellite maneuvers to position its solar panels perpendicular to
the Sun, maximizing energy generation.

The momentum management action is designed to desaturate the RWs, which are used to control
the spacecraft’s attitude. Over time, RWs accumulate momentum due to external torques, necessi-
tating periodic desaturation. This action aligns the spacecraft with an inertial reference frame and
then fires thrusters to remove the excess momentum from the RWs.

Targets The targets are uniformly distributed across the Earth’s surface, with the number of
imaging requests (targets to be imaged) ranging from 1,000 to 10,000. This variation directly influ-
ences the target density. The target type can be extended to city targets.32

Satellite Configuration

The simulation employs satellite parameters, along with initialization and target parameters, as
detailed in Table 2. The satellite follows a circular orbit with a period of 95 minutes. The initializa-
tion and target parameters are randomly selected within the predefined ranges for each episode, and
the direction of external torque is also chosen randomly for each episode. Parameters not explicitly
listed are set to their default values as provided by BSK-RL.

The RW configuration used in this simulation is shown in Figure 2. The RWs are arranged such
that three wheels align with the yaw, pitch, and roll axes, while a fourth redundant wheel is tilted at
an equal angle relative to the others. Due to the redundant RW, there are infinitely many solutions
for mapping the required body control torque to the individual RW torques. Therefore, once the
torque to be mapped is calculated, the RW null space is used to decelerate the wheels without
exerting additional torque on the spacecraft.35 In this setup, RW 1 is aligned with the across-track
direction and RW 2 with the along-track direction, so they are used more frequently than the others
during nominal operations such as imaging and charging maneuvers. This explains why the results
are more sensitive to some RW failing than others For RW speed measurements, the simulator uses
a simple encoder model that provides the angular velocity of each RW, with a resolution of 1024
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counts per revolution.

Figure 2: RW Configuration.

Fault Scenarios

This study focuses on RW faults, which are common in satellite systems. RWs are critical for
satellite attitude control, and faults in these components can significantly affect the satellite’s ability
to maneuver and complete imaging tasks. All faults are introduced at the beginning of each episode.
The fault scenarios are as follows:

1. Uncontrollable RW Fault: One of the RWs becomes uncontrollable, with its power draw
limited to 1.0 × 10−12 W, therefore, allowing the wheel to rotate passively but rendering it
incapable of contributing to attitude control.

2. Power Limit Fault: The RW’s power draw is constrained, causing it to operate at reduced
speed compared to nominal conditions. By default, while there is a torque limit, no restric-
tions on power draw are imposed.

3. Friction Fault: The RW’s Coulomb friction, which remains constant regardless of changes
in RW speed, is increased, resulting in slower operation and higher power consumption com-
pared to nominal conditions. The default Coulomb friction is 0.5mNm.

4. Encoder Measurement Fault: Two types of encoder faults are considered: (1) the RW en-
coder measurement is turned off, and (2) the RW encoder measurement becomes stuck at its
initial value.

An example script of a fault modeling for spacecraft tasking is available at the BSK-RL website*.

Training Environment

Once the problem was formulated, a training environment was established to train a policy using
DRL. The training process assumed no fault scenarios. The Asynchronous Proximal Policy Opti-
mization (APPO) algorithm from RLlib,36 a library that provides scalable software primitives for
RL, was used.37 The hyperparameters used for training the policy are listed in Table 3, while all
other parameters, including those related to the LSTM architecture, are set to their default values in
RLlib. A detailed hyperparameter analysis can be found in Reference 38. Training was performed
on the University of Colorado Boulder’s computing cluster (CURC), using 32 CPU cores and up to
30 million environment steps per policy.

*https://avslab.github.io/bsk_rl/examples/fault_environment.html
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The training environments are summarized in Table 4, with detailed descriptions provided in the
following sections.

Table 3: Training Parameters

Parameter Value

Number of workers 32
Number of training steps 3 · 107
Learning rate 3 · 10−5

Training batch size 10,000
Minibatch size 250
Number of SGD iterations 50
Neural Network 2 layers with 512 neurons each
Discount factor 0.999
Failure penalty 0

Table 4: Training Environment Configurations for Each Policy

Policy Name Fault Observation Training Scenario

CL None Curriculum learning: battery capacity gradually de-
creases and external torque increases over time.

Fault None Nominal environment (50%) and RW uncontrollable fault
(50%).

Fault-LSTM None Nominal environment (50%) and RW uncontrollable fault
(50%) using LSTM.

Fault-bool Fault presence Nominal environment (50%) and RW uncontrollable fault
(50%).

Fault-num Faulty RW Nominal environment (50%) and RW uncontrollable fault
(50%).

Fault-random Faulty RW Nominal environment (25%) and random RW faults:
power limit (25%), increased friction (25%), or encoder
failure (25%).

Curriculum Learning Curriculum learning provides a framework for structuring the training en-
vironment to help the agent progressively acquire more complex skills.39 Training begins with sim-
pler tasks and gradually increases in difficulty. In this study, the curriculum selected is the one that
demonstrated the best performance in the experiments presented in Reference 17. This curriculum
uses the parameters listed in Table 5, in which battery capacity is linearly decreased and external
torque magnitude is linearly increased over the course of training. Initial conditions are randomly
sampled from wider ranges than those used in the nominal environment.

Table 5: Training Parameters

Parameter Nominal Value CL Progression

Battery Capacity 160 W Decreased from 160 to 64 W
External Torque 0.1 mNm Increased from 0.01 to 0.4 mNm
Initial Battery Charge Level [40, 100]% Sampled from [0, 100]%
Initial RW Speeds [–900, 900] RPM Sampled from [–1500, 1500] RPM
Episode Horizon 3 orbits 15 orbits

Training with Reaction Wheel Faults To account for fault scenarios, the training environment
was extended to include conditions where one of the four RWs becomes uncontrollable, as described
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in the Fault Scenarios section. The environment was configured such that each episode has a 50%
chance of being fault-free (nominal) and a 50% chance of including a fault. In the fault case, one of
the four single-RW faults is selected uniformly at random. As a result, the training set includes five
scenarios: the nominal case and four distinct single-RW fault cases.

Policies were trained both with and without the use of a LSTM architecture, referred to as the
Fault and Fault-LSTM policies, respectively. The LSTM enables the agent to capture temporal de-
pendencies and infer latent information—such as undetected faults—from sequences of past obser-
vations, thereby facilitating context-aware decision-making. The implementation leverages RLlib’s
native support for recurrent policies.

Augmenting Observation Space with Fault Information In an alternative training strategy, fault
information is explicitly included in the observation space. The environment setup remains identical
to the fault-inclusive case above, but the agent receives additional input describing the fault status.
Two types of augmented observations are considered:

1. A binary indicator specifying the presence or absence of a fault (Fault)
2. A categorical identifier indicating the specific fault status - 0: no fault, 1: RW1 fault, 2: RW2

fault, 3: RW3 fault, 4: RW4 fault, (Fault-num policy).

Various Fault Conditions In practice, RW faults may be less severe and still allow partial func-
tionality. To reflect this, the training environment is further extended to encompass a variety of RW
fault types, including power draw anomalies, increased Coulomb friction, and encoder malfunc-
tions. The environment includes four equally probable scenarios: nominal, power fault, friction
fault, and encoder fault. If a fault is selected, one of the four RWs is randomly chosen to exhibit the
fault. Fault severity is varied within the following predefined ranges:

1. Power Limit Fault: 0.001 W to 10 W
2. Friction Fault: 10 to 1000 times the nominal Coulomb friction
3. Encoder Fault: either the encoder is disabled or its output is stuck at the initial value

In this setup, the agent receives information indicating which RW is faulted, but no details about
the fault type or severity are provided. This setting encourages the agent to generalize across fault
types and develop resilient fault-adaptive control strategies. This configuration is referred to as the
Fault-random policy.

Testing Environment

The trained policies are evaluated under both fault-free (nominal) and fault-induced scenarios.
For each target count—1,000, 2,000, 3,000, 4,000, 6,000, 8,000, and 10,000—the policy is tested
under nominal conditions and each defined fault type. All testing is conducted using the nominal
parameter settings listed in Table 5, unless a specific fault is introduced. For each configuration, 50
trials are run using different random seeds, with the same seed set applied across all cases to ensure
consistency in evaluation.

To improve robustness during evaluation, a safety mechanism—referred to as a shield—is em-
ployed for all the testing cases to prevent the agent from executing potentially unsafe actions. The
shield used in this study is adapted from the Handmade shield described in Reference 40. It enforces
two safety constraints:

• The agent is forced to take a charging action when the battery level drops below 25% of its
maximum capacity.
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• The agent is required to perform a momentum management action when any reaction wheel
(RW) angular speed exceeds 70% of its maximum allowable value.

Fault scenarios are evaluated with specific configurations for each fault type, as detailed below:

1. Uncontrollable RW Fault: One of the four reaction wheels (RW 1–4) becomes completely
unresponsive.

2. Power Limit Fault: The RW power draw is constrained to one of the following limits: 0.001,
0.01, 0.1, 1.0, or 10.0,W.

3. Friction Fault: The nominal Coulomb friction of 0.5 mNm is scaled by factors of 10, 100,
200, 300, 400, and 1000.

4. Encoder Measurement Fault: Two encoder failure modes are considered: (1) the RW en-
coder measurement is disabled, and (2) the encoder becomes stuck at its initial value.

The testing environments are summarized in Table 6. All refers to testing under every fault type
considered in this study: uncontrollable RW, power limit, increased friction, and encoder faults.

Table 6: Testing Environment Configurations

Policy Name Tested Faults

CL All
Fault Uncontrollable RW
Fault-LSTM Uncontrollable RW
Fault-bool Uncontrollable RW
Fault-num Uncontrollable RW
Fault-random Power limit, friction decrease, and encoder failure

In addition to testing each policy, an additional scenario is considered under the assumption that
onboard fault detection and identification are available. Specifically, in the case of a severe RW fault
where one wheel becomes fully unresponsive, this evaluation investigates whether deactivating the
faulty RW and operating the spacecraft with the remaining three wheels is effective when using
the CL policy, which was not exposed to faults during training. This is assessed by disabling the
identified faulty RW upon detection and controlling the spacecraft attitude using only the remaining
three RWs.

RESULTS

The performance of policies is evaluated based on the total reward obtained during the episode
and the safety aspect, where failure is defined as either the battery running out or the angular speed
of one of the reaction wheels exceeding the maximum limit during the three-orbit episode.

CL Policy Baseline

To quantify the performance gap between fault and nominal environments, the change in reward
is measured as the normalized difference relative to the nominal environment cases:

∆R =
Rfault,i −Rnominal,i

Rnominal,mean
(4)

Here, Rfault,i is the reward under the policy trained in fault environments for seed i, Rnominal,i is
the corresponding reward under the nominal policy, and Rnominal,mean is the average nominal policy
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Figure 3: Reward and alive ratio under RW uncontrollable fault conditions, relative to the nominal
environment, for the CL baseline policy.

reward for the number of requests. A positive value indicates improved performance over the nom-
inal policy, and a negative value indicates a decline. Additionally, the alive rate is reported relative
to the nominal case, defined as the proportion of runs that do not end in failure—where failure is
determined by either the satellite’s battery depleting or one of the reaction wheels exceeding its
maximum angular speed. If the relative alive rate is above 100%, the policy has better survivability
than the nominal baseline; if below 100%, it performs worse in maintaining satellite health.

Uncontrollable RW Fault The performance of the CL policy is first evaluated under the uncon-
trollable RW fault scenario. All fault cases are assessed relative to the fault-free (nominal) case.
In the nominal environment, 100% of episodes were completed without failure—defined as battery
depletion or RW speed limit violations—indicating that the combination of the CL policy and the
shield yields a highly robust approach. To isolate the shield’s effectiveness, nominal environment
tests were also conducted without it. In this unshielded setting, one episode failed out of 350 trials.
Based on this result, the shield is applied in all subsequent tests and comparisons.

Figure 3 presents the reward and alive ratio for each RW fault, expressed relative to the nominal
case. RW 1, 2, and 3 are aligned with the principal body axes, while RW 4 is tilted at an equal angle
relative to the others. Performance degrades substantially when any RW becomes uncontrollable,
as most actions fail to execute successfully. In particular, faults in reaction wheels aligned with
the across-track (RW 1) and along track directions (RW 2) result in more pronounced performance
degradation and increased safety violations. These cases exhibit a higher number of failed charging
attempts compared to faults in the other RWs.

For the remaining fault types, RW 1—responsible for control in the cross-track direction—is
selected for evaluation. This choice is based on the results of the individual RW fault analysis, which
indicated that faults affecting this axis have the greatest impact on overall performance. Although
all RWs were tested, the observed trends were consistent across cases.

Power Limit Fault The performance of the policy is next evaluated under a power limit fault
scenario. Figure 4 illustrates the reward obtained and alive rate relative to the fault-free case. Per-
formance gradually deteriorates as the power limit is further reduced, primarily because the image
action attempts failed progressively due to the reaction wheel operating at slower speeds compared
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Figure 4: Reward and alive ratio under power limit fault conditions, relative to the nominal envi-
ronment, for the CL baseline policy.

to nominal conditions. Additionally, performance declines further as the number of requests in-
creases, since a higher number of targets requires quicker maneuvers, exacerbating the impact of
the power limit. The safety aspect is significantly compromised when the power limit drops to 0.01
W or lower, as the maneuver speed becomes insufficient even for charging actions, which have a
longer time window compared to imaging actions.

Friction Fault The performance of the policy is also evaluated under the friction fault scenario.
Figure 5 illustrates the reward obtained and the alive rate relative to the fault-free case. Performance
deteriorates significantly when friction increases to 400 times the nominal value, with a gradual de-
cline observed at lower friction levels. The severe performance degradation at high friction levels
is due to the reaction wheel operating at excessively slow speeds, rendering most actions unsuc-
cessful. Additionally, as with the power limit fault scenario, performance declines further as the
number of requests increases, since more targets demand quicker maneuvers. The safety aspect
is significantly compromised when friction reaches 400 times the nominal value. This is because
charging becomes insufficient to support actions during eclipse conditions, given the higher power
consumption caused by increased friction.

Encoder Measurement Fault The policy’s performance is finally evaluated under the encoder
measurement fault scenario. Figure 6 presents the reward and alive ratio relative to the fault-free
case. Overall, the performance remains comparable to the nominal environment, with similar re-
ward levels and no observed failures across all cases. This robustness is attributed to the attitude
control system’s reliance on torque-based control rather than direct dependence on RW angular
speed measurements

Training in Fault Environments

In this section, the policy is trained in an environment that includes both nominal and fault con-
ditions, where the fault type is limited to the uncontrollable RW scenario. The agent, however, does
not receive explicit information about the fault state; instead, it must infer fault conditions from
observation.

13



Tested environment (Friction Increase)
×10
×100

×200
×300

×400
×1000

2000 4000 6000 8000 10000
Requests |R|

80

60

40

20

0
No

rm
ali

ze
d r

ew
ard

 
 di

ffe
ren

ce
 (%

)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Orbits completed

95
96
97
98
99

100

Al
ive

/N
on

-fa
ult

 al
ive

 (%
)

Figure 5: Reward and alive ratio under friction fault conditions, relative to the nominal environment,
for the CL baseline policy.
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Figure 6: Reward and alive ratio under encoder fault conditions, relative to the nominal environ-
ment, for the CL baseline policy.

To quantify performance changes, the improvement in reward is measured as a normalized dif-
ference relative to the CL policy like in Equation 4:

∆R =
Rfault,i −RCL,i

RCL,mean
(5)

Here, Rfault,i is the reward under the policy trained in fault environments for seed i, RCL,i is the
corresponding reward under the CL policy, and RCL,mean is the average CL policy reward for the
number of requests. In addition to reward comparison, the alive rate is reported relative to the CL
case, where alive rate is defined as the proportion of episodes that do not end in failure.

Figure 7 illustrates the performance of the Fault policy, relative to the CL baseline policy, using
the reward and alive ratio metrics. The results show that while the fault-trained policy improves the
alive ratio in fault scenarios, it generally sacrifices reward performance—particularly in the nominal
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Figure 7: Reward and alive ratio of the Fault policy, relative to the CL baseline policy.

environment and under lower target request counts. This trade-off arises from the policy’s action
decisions. By encountering RW faults during training, the policy learns that desaturation actions of-
fer limited benefit under such conditions and instead favors more frequent charging actions. While
this behavior enhances survivability in fault cases, it compromises efficiency in fault-free scenar-
ios. This highlights a key challenge: designing a policy that is resilient to faults while preserving
performance in nominal conditions.

To address the lack of explicit fault observability, the policy is also trained using an LSTM ar-
chitecture, which incorporates temporal information to help infer latent states such as faults (Fault-
LSTM policy). Figure 8 presents the training curves for both the Fault and Fault-LSTM policies.
The curves show reward progression and alive ratio over training steps. The Fault-LSTM policy,
however, demonstrates limited learning within the training horizon. It fails to adopt effective charg-
ing behavior until around 30 million steps and continues to prioritize imaging actions throughout
most of training. Although longer training and hyperparameter search may improve its performance,
the rate of convergence remains significantly slower than that of the Fault policy. Furthermore, ex-
tended training time would benefit all policy architectures, not only LSTM, and may not resolve the
underlying inefficiency.

Augmenting Observation Space with Fault Information

Building on the previous results, the next strategy incorporates fault information into the obser-
vation space.

RW Uncontrollable Fault Conditions First, the RW uncontrollable fault scenario is revisited, us-
ing the same evaluation metric defined in Equation 5 to assess policy performance. Figure 9 presents
the reward and alive rate relative to the CL baseline policy. Overall, when the agent is provided with
fault information, it can adapt its actions to mitigate the impact of the fault, leading to improvements
in both reward and alive rate. The Fault-num policy, which receives detailed information identify-
ing the specific faulty RW, consistently outperforms the Fault-bool policy—which only receives a
binary fault indicator—in terms of reward, while both policies achieve comparable alive rates.

For the Fault-bool policy, the policy tends to favor charging actions over desaturation actions to
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Figure 8: Training curve for policies with and without LSTM.
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Figure 9: Reward and alive ratio of the Fault-bool and Fault-num policy, relative to the CL baseline
policy.

avoid failures. In contrast, the Fault-num policy—where the exact faulty RW is identified—enables
the agent to strategically prioritize imaging actions over desaturation, thereby improving perfor-
mance while managing operational risk. The policies learn that, in the presence of a faulty RW,
momentum dumping via desaturation action is ineffective, as the faulty wheel cannot offload the
accumulated angular momentum.

As discussed in the Solution Approach section, an important question is whether it is more ef-
fective to shut down the faulty RW in the case of severe faults, such as RW uncontrollable faults,
rather than training a policy to handle them. To address this, the CL policy was evaluated under
the RW uncontrollable fault scenario, with the faulty RW being shut down immediately upon fault
detection. The results, presented in Figure 10, compare the reward and alive rate achieved by the
shutdown strategy and by the policy trained with fault information, both relative to the original CL
policy.

In terms of reward, the Fault-num policy outperforms the shutdown strategy when RW 3 or RW 4
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Figure 10: Reward and alive ratio of the CL policy with shutdown strategy, relative to the CL
baseline policy.

is faulted, while the rewards are comparable in the other cases. Regarding the alive rate, the Fault-
num policy achieves higher survivability than the shutdown strategy in the RW 1 and RW 2 fault
cases, with similar performance observed in the remaining cases.Although the shutdown strategy
might be effective if specifically trained for such faults, it is highly tailored and difficult to extend to
other types of faults. Therefore, the next section shifts focus from severe faults to less critical ones,
where the RW retains partial functionality with certain limitations.

Random Fault Conditions The Fault-random policy is trained in an environment with random-
ized RW fault types, where the agent is informed of which RW is faulted but receives no information
about the specific fault type or its severity. Figures 11, 12, and 13 show the performance of this pol-
icy under power limit, increased friction, and encoder measurement faults, respectively. Evaluation
is conducted using RW 1 faults, as faults in the other RWs exhibit similar performance trends.

Under the power limit fault, the policy trained with fault information generally outperforms the
CL policy in both reward and alive rate across all fault scenarios. In particular, when the power
limitation is mild, the fault-trained policy shows a substantial performance gain, indicating that it
effectively adapts to slightly degraded conditions.

Under the friction fault scenario, the Fault-random policy generally achieves higher rewards than
the CL policy, particularly when the fault severity is mild. However, its performance deteriorates
at severe fault levels (multipliers of 400 and 1000), especially under high target request conditions,
where the number of failed episodes increases. This outcome appears to result from the CL policy
adopting more conservative action strategies, which are advantageous in severe fault conditions but
suboptimal for milder faults.

In the encoder measurement fault scenario, the Fault-random policy significantly outperforms the
CL policy in terms of reward. This improvement is attributed to the CL policy’s overly conserva-
tive behavior—even in nominal conditions—stemming from its exposure to high external torques
during training. While the Fault-random policy exhibits a slightly lower alive rate, the difference is
minimal, with only 3 failures observed out of 1050 test cases.
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Figure 11: Reward and alive ratio of the Fault-random policy under power limit fault environment,
relative to the CL baseline policy.
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Figure 12: Reward and alive ratio of the Fault-random policy under friction fault environment,
relative to the CL baseline policy.

CONCLUSION

This study investigates the impact of reaction wheel (RW) faults on a satellite tasked with imaging
targets on Earth. Four types of RW faults are considered: power limit, friction, encoder measure-
ment, and uncontrollable RW faults. The investigation begins by identifying the performance degra-
dation points for each fault type using a curriculum learning (CL)-based policy, which is trained to
be robust under conditions that deviate from the nominal case. The study then employs a reinforce-
ment learning (RL) approach to train a fault-adaptive policy that maintains performance under both
nominal and faulted conditions.

The results demonstrate that in the case of severe RW faults—such as an uncontrollable RW—training
a fault-adaptive policy yields strong performance, as the agent learns to take more effective actions
when desaturation is no longer viable. For less severe faults, training under those fault conditions

18



Tested environment (Encoder Fault)
Without Fault Signal off Signal stuck

2000 4000 6000 8000 10000
Requests |R|

20

30

40

50

60
No

rm
ali

ze
d r

ew
ard

 
 di

ffe
ren

ce
 (%

)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Orbits completed

99.7

99.8

99.9

100.0

Al
ive

/C
L 

ali
ve

 (%
)

Figure 13: Reward and alive ratio of the Fault-random policy under encoder measurement fault
environment, relative to the CL baseline policy.

also enhances policy resilience and overall performance, as the agent benefits from exposure to fault
scenarios and information about which RW is affected.

Despite these promising results, the approach has limitations. The training environment can-
not realistically represent all possible real-world fault conditions, as modeling every fault type is
impractical. When exposed to a mix of fault types and severities during training, the policy may
disproportionately adapt to the more frequently encountered faults. This tendency can limit the pol-
icy’s ability to effectively generalize to rarer or more severe fault scenarios, potentially reducing its
robustness in critical situations.
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