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PASSIVE POTENTIAL SENSING IN CISLUNAR SPACE:
SIMULATIONS USING NASCAP-2K AND SPIS

Kaylee Champion*and Hanspeter Schaub †

Spacecraft interact with the ambient plasma environment and develop surface po-
tentials, which can cause arc discharges during docking, coulomb torques during
proximity operations, or be utilized for electrostatic actuation. To manage the
effects of spacecraft charging during proximity operations, the neighboring space-
craft potential must be known. The electron emissions from a target, naturally
generated by the ambient plasma environment, can be measured by a nearby ser-
vicing spacecraft to determine the target’s potential. This technology has been
investigated for application in Geosynchronous space and may be extended to
cislunar space. In cislunar space, spacecraft plasma interactions such as wakes
and non-monotonic sheaths may complicate sensing. Therefore, simulations are
conducted in Nascap-2k and SPIS to determine when wakes and non-monotonic
sheaths are expected to form and their impact on sensing. It is shown that wakes
and non-monotonic sheaths restrict electron emissions from leaving a target if the
spacecraft width is at least 80% of the electron Debye length and sufficient elec-
trons are emitted. Furthermore, non-monotonic sheaths disappear when a positive
servicer is placed next to the target, but the servicer’s wake cause the target to
charge more negatively and severely limit the target’s electron emission current.

(a) Active sensing (b) Passive sensing

Figure 1. Active and passive touchless potential sensing of a neighboring spacecraft in cislunar space
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INTRODUCTION

Spacecraft are exposed to the ambient plasma and radiation environment, generating surface cur-
rents and potentials through a process referred to as spacecraft charging. The magnitude of the
surface potential is dependent on the local plasma parameters, sunlit surface area, material prop-
erties, and spacecraft geometry.1 Thus, two spacecraft or electrically disconnected surfaces may
charge differently in the same space environment. If the difference in potentials between two space-
craft surfaces is sufficiently large, an arc discharge can occur, frying components and potentially
ending the mission.2–6 This is dangerous during docking, particularly if one spacecraft is in the
shadow of the other, as eclipsed spacecraft typically charge more negative than sunlit craft.7–9 In
addition, charged spacecraft exert electrostatic forces and torques on each other during proximity
operations, which introduces unexpected perturbations that can require extra maneuvers and fuel
to counteract.10 Conversely, the electrostatic force can be used for touchless applications such as
moving space debris, detumbling a target, and assisting with docking.11–15 This is referred to as
electrostatic actuation.

Knowledge of a nearby object’s potential is critical for mitigating the dangerous effects of space-
craft charging or enabling electrostatic actuation. Touchless potential sensing techniques have been
investigated to determine the potential of a neighboring spacecraft in Geosynchronous (GEO) and
cislunar environments. Active methods of touchless potential sensing involve a servicing space-
craft aiming an electron beam at a target spacecraft to excite secondary electron (SE)16–19 and x-ray
emissions,20–22 or an ultraviolet (UV) laser to excite photoelectron emissions.23 Passive methods
rely on the x-ray and electron emissions naturally excited by the environment.16, 24 Passive potential
sensing is useful when active sensing methods may cause damage to sensitive components or induce
unwanted charging. The energy of the emissions are measured by the servicer and used to determine
the potential of the target with respect to the servicer (Figure 1). The servicer can determine its own
potential using existing tools,25–27 and the potential of the target is inferred.

Most touchless potential sensing research has been conducted assuming GEO-like plasma con-
ditions. In recent years, worldwide enthusiasm for cislunar space has led to an increased number
of missions, including Intuitive Machine’s Odysseus spacecraft, India’s Chandrayaan-3 lander,28

China’s Change’E-6 spacecraft,29 and Japan’s SLIM spacecraft.30 Lunar Gateway is also currently
being constructed by multiple partners around the globe and will provide a sustained human pres-
ence around the moon.31 With more spacecraft and cislunar proximity operations, touchless poten-
tial sensing should be extended to cislunar space to minimize the chances of arcing during docking
procedures and account for electrostatic forces and torques.

Spacecraft-plasma interactions are expected around the moon that have not been encountered
in GEO, including shorter Debye lengths, spacecraft wakes, and non-monotonic sheaths. While
touchless sensing has been shown to be feasible despite short Debye lengths, prior work has not
addressed the effects of wakes or non-monotonic sheath formations.32 Therefore, it is necessary
to conduct further investigations to understand how these phenomena impact touchless potential
sensing.

This work aims to determine the conditions under which spacecraft wakes and non-monotonic
sheaths form around moon-orbiting spacecraft and their impact on electron emissions used for pas-
sive potential sensing. To achieve this, simulations are conducted in spacecraft-plasma interactions
software. The environments applied to the simulations and expected spacecraft-plasma interactions
are first described, followed by characterization of wake and sheath formations around a single
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spacecraft in cislunar space. Next, passive potential sensing simulations are conducted with two
spacecraft to determine how the presence of a servicer changes wake and sheath formations and to
identify the ideal position for the servicer with respect to the target for detecting electron emissions.
Last, an overview of the findings and conclusions are presented.

CISLUNAR ENVIRONMENT AND INTERACTIONS

The moon orbits through Earth’s magnetosphere and out into the flowing solar wind, passing
through a range of plasma environments. Several missions have helped characterize the cislunar
plasma environments, including the Apollo missions,33–35 the Wind spacecraft,36 the Lunar Recon-
naissance Orbiter (LRO),37 and the twin Acceleration, Reconnection, Turbulence, and Electrody-
namics of the Moon’s Interaction with the Sun (ARTEMIS) spacecraft.38 Measurements from the
ARTEMIS spacecraft are analyzed and binned in the Design Specification for the Natural Environ-
ment (DSNE) document produced by NASA,39 which identifies four plasma regions: solar wind,
magnetosheath, magnetotail lobes, and plasmasheet (Figure 2(a)). The plasma in the solar wind and
magnetosheath is less energetic and more dense than the plasma in the plasmasheet and magnetotail
lobes. In addition to orbiting through several regions, the moon alters the ambient plasma. In the so-
lar wind and magnetosheath, the moon absorbs and reflects plasma, leaving a low density, complex
structure on the eclipse side of the moon, known as the lunar wake (Figure 2(b)).40

(a) Cislunar Environments (b) Lunar wake

Figure 2. Lunar plasma environments and interactions32

In addition to the moon altering the ambient plasma environment, the spacecraft interact with
the plasma as they move through it. This disturbing the ambient electrons and ions, moving them
out of the way. In hot plasma environments, the ions and electrons catch back up and impact all
sides of the spacecraft. In less energetic plasma environments, the ion thermal velocity vi is less
than the velocity of the spacecraft vsc while the electron thermal velocity ve is higher than the
spacecraft velocity making the spacecraft mesothermal with respect to the plasma (vi < vsc <
ve). Under these conditions, it may take several spacecraft lengths for the ions to catch back up,
leaving a complex ion void region known as a spacecraft wake on the anti-velocity side of the
spacecraft and a high density ion region on the ram side.1 Spacecraft wakes have been investigated
numerically to understand wake formations about spacecraft with large potentials,41–43 their impact
on surface charging,7, 44, 45 and their effects on scientific instruments.46, 47 Spacecrafts wakes have
also been generated in vacuum chamber experiments to determine their properties,48–52 characterize
how wakes alter space plasma measurements,53, 54 and even investigate the effects of lunar wakes
on regolith charging.55
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(a) Monotonic (b) Non-monotonic

Figure 3. Schematic of monotonic and non-monotonic sheath formation for a sunlit spacecraft.

Spacecraft wakes are expected in the solar wind and magnetosheath dayside regions.56 On the
dayside of the moon, the wake formation remain relatively consistent for varying spacecraft alti-
tudes. On the eclipse side, spacecraft wakes are smaller near the surface, but as the craft’s altitude
increases the wakes grow and eventually resemble the dayside wakes. Because wakes are mostly
void of ions, an object in the wake of another spacecraft can experience extreme charging, which
increases the risk of electrostatic arc discharges during docking operations.7 Furthermore, the nega-
tive potential field in the wake can deflect electrons, adding further complexity to touchless potential
sensing.44, 57–59

In a typical spacecraft sheath, the potential field decreases monotonically from the spacecraft
surface value to zero as the distance from the surface increases. In this scenario, low energy electron
emissions, such as secondary electron and photoelectron emissions, may return to the surface if the
spacecraft is positively charged, as shown in Figure 3(a). Conversely, if the spacecraft is charged
negatively, the electron emissions should be repelled from the spacecraft surface.

When electrons are emitted, their negative charge reduces the ambient potential field. If the ratio
of emitted electrons to incoming electrons (Γ) is above some critical value (Γc) the electron emis-
sions can settle close to the spacecraft surface, causing the potential field to dip below the spacecraft
surface potential. This dip in the potential field creates a non-monotonic sheath, as illustrated for
a sunlit spacecraft in Figure 3(b). Non-monotonic sheath can also form about a negative, eclipsed
spacecraft due to secondary electron emissions. The non-monotonic sheath is also referred to as a
barrier because it can prevent low energy electron emissions from leaving the spacecraft surface,
effectively reducing the emitted electron yield. While low-energy ambient electrons are repelled,
the current change is minimal compared to the effect on electron emissions.

In addition to having a large emitted to incoming electron ratio, the spacecraft size must be com-
parable to or larger than the photoelectron λph and electron λD Debye lengths for non-monotonic
sheaths to form. The Debye length is a measure of how far a charged particle’s electrostatic effect
persists, and in a Maxwellian plasma is given by

λ =

√
ϵ0Te

neqe
, (1)

where ϵ0 is the permittivity of free space, Te is the electron temperature in eV, qe is the elementary
charge, and ne is the electron density. The photoelectron Debye length is typically much smaller
than the electron Debye length and dominates near the spacecraft surface, while the electron Debye
length dominates farther from the spacecraft.
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If the spacecraft is comparable in size to the electron Debye length and much larger than the pho-
toelectron Debye length, the “thin sheath” approximation applies. In this regime, a non-monotonic
sheath creates a potential barrier close to the spacecraft that prevents electron emissions from leav-
ing the target. The spacecraft could then be negatively charged even with a large electron emission
currents. If the spacecraft is smaller than the Debye length, the “thick sheath” approximation ap-
plies, and the barriers effectively disappear. In this regime, recollection of electron emissions is
driven by positive surface potentials attracting emitted electrons.

Non-monotonic sheaths have been investigated both analytically and numerically to determine
their impact on spacecraft charging,57, 58, 60 measurements,61, 62 and lunar surface charging.63–65

Experimental results have validated their formation,66, 67 and they have been observed above the
dayside lunar surface.68 For touchless potential sensing, if barriers prevent electron emissions from
leaving the target, they cannot reach the servicer to be sensed.

SIMULATION SETUP

The simulations are conducted in Nascap-2k and Spacecraft Plasma Interactions Software (SPIS).
Nascap-2k is a spacecraft charging and plasma interactions code developed as a collaboration be-
tween NASA and the Air Force Research Lab.69 SPIS is a spacecraft plasma interaction software
created by the Spacecraft Plasma Interactions Network in Europe (SPINE).70 While both programs
aim to solve similar problems, their underlying processes and assumptions vary. So, using both
programs validates the results of both programs and provides a reasonable range of expected inter-
actions.

Current Sources

In Nascap-2k and SPIS, the potential is determined by solving the current balance equation

Ii(1 + δi) + Ie(1− (η + δ)) + Iph = 0, (2)

where Ii and Ie are the incident ion and electron currents, respectively, and Iph is the photoelectron
current. The variables η, δ, and δi are the backscattered, secondary electrons from electrons and
secondary electrons from ions yields, respectively. For all scenarios, the ions are assumed to be H+,
and the surface material is aluminum. The ion and electron currents are handled differently in each
program and are described in the following sections. The yields are defined the same in Nascap-
2k and SPIS and can be found in Nascap-2k’s Scientific Documentation.71 The photoelectron and
secondary electron current are utilized for touchless potential sensing, so they are described here for
convenience.

The secondary electron yield δ is defined using a four parameter fit

δ(E) = R1E
e1 +R2E

e2 , (3)

where R1, R2, e1, and e2 are unit-less inputs used when defining the material. The fitting parameters
are 154, 330, 0.8, and 1.76 for R1, R2, e1, and e2, respectively. The maximum yield δmax and
electron energy at which the maximum yield occurs Emax are 0.97 and 300 eV, respectively.

The photoelectron current density Jph at 1 AU is defined as 4E-5 A/m2. The photoelectron
number density nph is

nph =
2Jph
qevph

, (4)
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where vph =
√
2qeTph/(πme) is the photoelectron velocity, me is the mass of an electron in kg,

and Tph is the photoelectron temperature. Both photoelectron and secondary electron emissions are
assumed to have an energy of 2 eV and a Maxwellian distribution on the surface of the spacecraft.
The photoelectron number density is then approximately 1054 cm−3, and the photoelectron Debye
length λph is 0.32 m.

Nascap-2k

The computational space in Nascap-2k is defined using a Cartesian grid. The size of the domain,
or external boundary, and resolution at the boundary are specified by the primary grid. The external
boundary is set sufficiently far from the spacecraft so that the entire potential sheath is contained in
the simulation. This is typically at least three Debye lengths. The potential field is at the boundary
is fixed at 0 V (Dirichlet boundary condition). The grid size at the boundary is 10 m or less, with
finer resolution used in regions with shorter Debye lengths. Closer to the spacecraft, the resolution
is defined using child grids. Near the surface of the spacecraft, the grids should be smaller than
the photoelectron Debye length. The child grid element around the spacecraft are set to 0.2 m, as
decreasing the size to 0.1 m shows negligible change in the results and significantly increases the
computational time.

Once the object and grids are defined, parameters are configured on the various tabs in Nascap-
2k. In the Problem tab, the “Interplanetary” environment is selected, surface currents are solved
using “Tracked Ion and Analytic Electrons”, and the potentials in space are found using the “Self-
consistent with Ion Trajectories” option. For these options, ions particles are tracked, and electrons
are represented using appropriate analytic equations, as electron tracking is unavailable in the in-
terplanetary environment. In the Particles tab, the ions are injected from the boundary, and under
Advanced options, the fraction of distribution is split 0.1, 0.4, 0.4, 0.1 in the directions perpendicu-
lar to the spacecraft velocity and 0.3, 0.4, 0.3 parallel to the flow, following the recommendation in
Reference 72. Once the parameters are configured, the script is built and run. Simulations typically
take one to eight hours to run.

SPIS

In SPIS, The computational space is defined using a tetrahedral mesh created in Gmsh and loaded
directly into the Mesh tab. The outer boundary is again placed far enough away to contain the entire
sheath, and the resolution is 0.2 m on the spacecraft surfaces and 10 m or less at the boundary.
Changing the mesh size on the spacecraft surface to 0.1 m again shows negligible difference in
results while significantly increasing the computational time.

A Dirichlet boundary condition of 0 V is again applied at the boundaries, and open boundaries
are defined for the particles, which means particles can be injected and lost through the surface. The
electrons and ions are modeled using the particle-in-cell (PIC) option, where macroparticles are
generated and tracked throughout the computational space. All electron emissions are also modeled
with PIC to capture the complex dynamics near the spacecraft surface. The maximum integration
time for all particles is set to 1E-6 s. Surface currents are found by summing the particle impacts
and emissions, and the non-linear Poisson equation determines the electric field. When conducting
PIC simulations, the time-steps must be small enough to ensure stability and smooth convergence.72

The spacecraft typically reaches a steady state between 1E-4 and 5E-3 seconds, and the maximum
time step is between 1E-6 and 1E-5 seconds. The simulation run time is between three to twelve
hours.
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Table 1. Sunlit environments based on the DSNE, and spacecraft charging results.

Environment
Particle
Density
(m−3)

Electron
Temp.
(eV)

Ion
Velocity
(km/s)

Ion
Temp.
(eV)

Debye
Length
(m)

Nascap
Pot.
(V)

SPIS
Pot.
(V)

Nascap
Iph (µA)

SPIS
Iph
(µA)

Magnetotail
Lobes

2E5 48 170 290 115.2 10.2 13.7 1 1

Plasma Sheet 2.2E5 150 110 780 194.1 9.7 12.5 1.2 1
Magnetosheath
Dayside

9.5E6 18 350 94 10.2 3.5 6.3 27 28

Solar Wind
Dayside

6E6 11 420 7 10.1 4.4 7.5 18 20

SINGLE SPACECRAFT CHARACTERIZATION

Simulations with a single spacecraft are first conducted to determine the conditions in which
spacecraft wakes and non-monotonic sheaths form around moon-orbiting spacecraft. The environ-
mental parameters are based on the average values in the DNSE.39 However, in some environments,
the ion ni and electron ne densities differ, creating a non-neutral plasma that is incompatible with
the Dirichlet boundary condition.Currently, there is no solution for this in spacecraft-plasma inter-
action codes, so typically the ion density is set equal to the electron density. To ensure this is a
reasonable solution, simulations are run in Nascap-2k to determine how changing the ion density
alters the results. In Nascap-2k, the spacecraft charge and currents can be determined using “An-
alytic Currents”, which does not require a grid or equal electron and ion density. Simulations are
first conducted for a 2 m wide aluminum cube in the solar wind wake environment with ni set as
specified in the DSNE. Then the simulations are repeated with ni = ne. When the ion density is
changed, the spacecraft potential changes by approximately 10%.

Next, the solution method is changed from “Analytic Currents” to “Tracked Ion and Analytic
Electrons” with a grid and ni = ne. This change increases the surface potential variation by ap-
proximately 21% compared to the analytic solution with ni = ne. These findings indicate that the
variations introduced by changing the solution method are larger than those caused by altering ion
density. It cannot be said which solution method is the most correct, so the results show that the er-
ror from assuming ni = ne is smaller than the inherent uncertainty in spacecraft-plasma interaction
software. Therefore, the solutions are considered representative.

Sunlit Spacecraft

A 2 m wide aluminum cube is first modeled in the average sunlit environments using both Nascap-
2k and SPIS. In these environments, the photoelectron current Iph is highest, making it ideal for
passive touchless potential sensing and typically causing spacecraft to charge a few volts positive.
The final photoelectron current shown in the last two columns in Table 1 represents the emitted
photoelectron current minus the recollected current. Because the spacecraft here is much smaller
than all the electron Debye lengths, potential barriers do not form, and recollection of electron
emissions is entirely due to the positive spacecraft potential. Despite the fact that the majority of
the photoelectron current is recaptured, the photoelectron current remains on the same order as the
collected electron current. This is promising for touchless potential sensing, as the servicer must be
able to distinguish the electrons emitted from the target from the electrons in the environment.

Previous work has shown that barriers form as a spacecraft transitions from cislunar space to the
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(a) 2 m SC potential field (b) 20 m SC potential field

(c) 2 m SC log10(nph) (d) 20 m SC log10(nph)

Figure 4. The potential field (top) and log10 of the photoelectron density nph (bottom)
of a 2 m (left) and 20 m (right) spacecraft in solar wind dayside plasma (λD=10.1 m)

near Sun environment due to decreasing Debye length.57, 59 These investigated utilize a spacecraft
with a constant width, so the impact of spacecraft size on barrier formation near the moon has not
been explored. To address this, spacecraft of varying widths are simulated in the solar wind dayside
environment to determine the spacecraft size to electron Debye length in which barriers could form.
SPIS is used for this analysis because Nascap-2k’s analytic representation of electrons does not
capture non-monotonic sheath formations. In other words, Nascap-2k is suitable for cases without
barriers, or the thick sheath regime.

Figure 4 shows the potential fields and photoelectron trajectories for a 2 m and 20 m wide space-
craft. The potential field around the 2 m spacecraft drops monotonically to zero, and the photo-
electron emissions forming a sheath around the entirety of the spacecraft. In contrast, potential
dips form around the 20 m spacecraft. The dip on the sunlit side forms due to the photoelectron
barrier, while the dip on the wake side forms due to the spacecraft wake. The photoelectrons begin
to form a sheath around the spacecraft, but the negative potentials in the wake prevent them from
accumulating on the eclipse side of the spacecraft.

The resulting potential fields and fraction of electron emissions that are recollected are shown in
Figure 5. As the spacecraft width increases, the system transitions from the thick sheath regime to
the thin sheath regime, increasing the fraction of electron emission recollected and decreasing the
spacecraft potential.On the sunlit side (positive x-values), the potential barrier forms due to the high
density of photoelectron emissions. Once the spacecraft is 8 m wide (a spacecraft width to electron
Debye length ratio ρ of 0.79), a clear barrier forms on the sunlit side, and the spacecraft can be
considered in the thin sheath regime.

On the eclipse side (negative x-values), a barrier forms due to the negative potential in the space-
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(a) Potential fields (b) Fraction of current recollected

Figure 5. Potential field (left) and fraction of electron emissions recollected (right) for
spacecraft of varying widths in Solar Wind dayside plasma (λD=10.1).

craft wake. In the thick sheath regime, the negative charge in the wake minimally changes the
potential field, and electrons are recollected due to the spacecraft’s positive potential. Once the
spacecraft width reaches 6 m (ρ ≈ 0.59), the wakes negative charge creates a distinct potential
barrier. The minimum potential is more negative in the wake than the photoelectron barrier, lead-
ing to the secondary electrons being completely recollected on the wake side. This could limit the
possibility of a servicer determining the target’s potential when positioned in its wake.

Eclipse Spacecraft

A 2 m aluminum spacecraft is then simulated in the eclipse cislunar environments, where the
secondary electron current is the dominant electron emission current and is utilized to determine
the target’s potential. Figure 6 shows the secondary electron currents from the ram, wake, and side
of the spacecraft. SPIS consistently predicts the highest current on the ram face of the spacecraft,
the lowest in the wake, and intermediate values on the side. This indicates that the servicer is more
likely to passively detect the target’s potential near the ram or side of the spacecraft.

On all faces, the secondary electron yield is approximately the same, so the energy of the electrons
to the spacecraft surfaces remains constant. The difference in emissions occurs due to differences
in impacting electron current across the spacecraft surfaces. Nascap-2k shows this variation in the
solar wind wake for altitudes above 12,000 km, where the spacecraft wake is largest. However,
in all other regions the secondary electron current is uniform across all surfaces, indicating that
Nascap-2k only accounts for current collection in mesothermal plasma when large spacecraft wake
formations (wakes greater than several times the spacecraft width) occur.

Once again, barrier formations are not observed for the 2 m spacecraft because it is significantly
smaller than the electron Debye lengths. In addition, non-monotonic sheaths form when the ratio
of outgoing to incoming electrons Γ exceeds a critical value Γc. An approximation of this critical
value can be found as73

Γc = 1− 8.3

√
me

mi
, (5)

where me is the mass of an electron (me ≈9.1E-13 kg) and mi is the ion mass. Hydrogen ions H+

are assumed in this project (mi ≈1.67E-27 kg), so the critical ratio is approximately 0.81.
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Figure 6. Secondary electron currents on the the ram, wake, and side of the spacecraft
in eclipse cislunar environments.

In the solar wind wake environment at altitudes above 12,000 km, with secondary electron yield
properties defined in the Current Sources section, the calculated Γ is around 0.3. So, barriers due
to secondary electrons are not expected to form regardless of spacecraft size. To generate a barrier
formation, simulations are also conducted with modified secondary electron yield parameters. The
R1, R2, e1, and e2 variables from Equation (3) are held the same, and the maximum yield and
energy at which the maximum yield occurs are changed to 1.25 and 200 eV, respectively, generating
a Γ of approximately 0.89.

Figure 7 shows the potential sheaths and secondary electron density about 10 m spacecraft with
and without a secondary electron barrier. Without a barrier, the potential field decreases mono-
tonically, repelling the secondary electrons from the negative spacecraft. With a barrier, there is a
potential dip around the entire spacecraft due to the secondary electrons, and an even more negative
region inside the wake. The secondaries then form a sheath surrounding the spacecraft instead of
simply being repelled. Previous work has shown that secondary electron trajectories are highly de-
pendent on target geometry, which limits the regions in which secondaries can be detected around a
target spacecraft.17, 18, 74–76 However, if the presence of a barrier creates a nearly sheath of electrons
around a target, it may actually be easier for the servicer to find electron emissions if it is capable
of pulling electrons through the barrier. The exception may be on the wake side of the target, where
it can be seen that the secondary electron density is lower.

Figure 8 shows the potential fields around spacecraft of varying sizes with and without sufficient
secondaries to generate a barrier. Interestingly, there is not a barrier due to the wake for the space-
craft with a lower secondary electron yield. It is possible that the spacecraft is more negative than
the potential field wake region, preventing barrier formation. Future research could explore the po-
tentials in which wake barriers form. When the secondary electron yield is higher, a non-monotonic
sheath clearly forms on both the ram and wake side of the spacecraft when the spacecraft is 6 m
wide(ρ ≈ 0.29). This is a smaller ratio that what is required for non-monotonic sheaths to form due
to photoelectrons. This may be due to the smaller spacecraft potentials in this scenario compared to
those in Figure 5(a). Once again, the barrier is more negative in the wake region, and, as shown in
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(a) Potential field without barrier (b) Potential field with barrier

(c) log10(nse) without barrier (d) log10(nse) with barrier

Figure 7. The potential field (top) and log10 of the secondary electron density nse
(bottom) for a 10 m spacecraft without a barrier formation (left) and with a barrier
formation (right) in solar wind wake greater than 12,000 km altitude plasma (λD=20.5
m)

Figure 8(c), the secondary electron current is highest on the ram face and lowest in the wake. Fur-
thermore, the current density on all faces decreases as the spacecraft size increases and minimum
potential around the spacecraft becomes more negative.

PASSIVE POTENTIAL SENSING SIMULATIONS

The conditions in which passive potential sensing can be conducted is split into four scenarios
based on the single spacecraft results: (1) sunlit with a barrier, (2) sunlit without a barrier, (3) eclipse
with a barrier, and (4) eclipse without a barrier. Passive potential sensing simulations are conducted
to determine the impact of barriers on sensing and the ideal servicer position with respect to the
target. Simulations are conducted in Nascap-2k and SPIS for scenarios where barriers do not form
to validate the models. When barriers are present, simulations are conducted only in SPIS because
Nascap-2k does not capture non-monotonic sheath formations.

Because it was previously shown that the formation of barriers depends on the spacecraft width,
the spacecraft size is also varied in touchless potential sensing simulations. In each case, the size
of the target and servicer are set equal. Previous work has shown that the servicer’s potential field
accelerates the ambient electrons.32 To increase the target’s secondary electron emissions, the ser-
vicer’s potential is held at 300 V, the energy corresponding to the maximum secondary electron
yield. This could be achieved through spacecraft potential controls such as biasing of electric field
sensors77 and electron gun emissions.15, 78, 79 The target is allowed to float, and the surface potential
is determined by the current balance given in Equation (2). The resolution is the same as described
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(a) Potential field without barrier (b) Potential field with barrier (c) SE current density

Figure 8. Potential fields about spacecraft without a barrier (left) and with a barrier
(middle), and the secondary electron current density (right) for spacecraft of varying
widths in solar wind wake greater than 12,000 km altitude plasma (λD=20.5 m). Fixed
text size

in the Simulation Setup section.

The servicer and target are modeled in three relative positions: servicer in the target’s wake
(servicer eclipsed), target in the servicer’s wake (target eclipsed), and servicer and target wakes
parallel (both spacecraft sunlit). This provides insight into the servicer position changes the target’s
potential and emissions, and which position allows the servicer to detect the maximum electron
emission current. The surface-to-surface separation distance is fixed at 10 m for all scenarios. It is
assumed that an RPA is used to detect electron emissions that is located on the side of the servicer
facing the target.

Sunlit Spacecraft

The spacecraft are initially modeled in the solar wind dayside environment, where non-monotonic
sheaths form due to photoelectron emissions and the spacecraft wake when ρ is at least 0.59. Sim-
ulations utilize 2 m spacecraft (ρ ≈ 0.20) to study sensing without barriers and 10 m spacecraft
(ρ ≈ 0.99) for sensing with a barrier. Based on the single spacecraft characterization, it is expected
that positioning the servicer the side of the target would be ideal because this maximizes the detected
photoelectron and secondary electron currents.

Table 2 shoes the final potential, emitted current, and detected current. For the 2 m servicer, the
highest current is detected when the servicer is near the side of the target with neither spacecraft
eclipsed. In this location, the servicer is able to attract the photoelectron current emitted from the
target, as shown in Figure 9(b). The secondary electron current is detected as well, but it is orders of
magnitude smaller than the photoelectron current. Unexpectedly, the next best position is when the
servicer eclipsed by the target, as the servicer is actually able to attract the photoelectron emissions
from the side of the target opposite the servicer (Figure 9(a)). The least effective position is with
the target in the servicer’s wake because the target does not emit the large photoelectron current
and charges negatively. The negative charge repels most incoming electrons, reducing secondary
electron emissions.

The photoelectron currents are larger in SPIS than Nascap-2k, likely because Nascap-2k under-
estimates the influence of the 300 V servicer on the photoelectron trajectories. As a result, less
photoelectrons are pulled towards the servicer and instead re-enter the target’s surface. Addition-
ally, when the target is shadowed by the servicer and only secondary electrons are emitted, SPIS
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Table 2. Passive potential sensing results for a sunlit environment.

Servicer size
and position

SPIS
Potential
(V)

Nascap
Potential
(V)

SPIS
Emitted
Current
(I/m2)

Nascap
Emitted
Current
(I/m2)

SPIS
Detected
Current
(I/m2)

Nascap
Detected
Current
(I/m2)

2 m servicer,
target eclipsed

-70 -26.9 0 9.2E-9 0 1.5E-9

2 m servicer,
servicer eclipsed

23 4.4 7.7E-6 4.4E-6 9.4E-7 4.2E-8

2 m servicer,
neither eclipsed

35 4.4 1.0E-5 4.5E-6 7.3E-6 8.4E-8

10 m servicer,
target eclipsed

-102 N/A 0 N/A 0 N/A

10 m servicer,
servicer eclipsed

18.5 N/A 1.0E-6 N/A 3.6E-7 N/A

10 m servicer,
neither eclipsed

43 N/A 1.3E-5 N/A 3.4E-7 N/A

produces a more negative target potential and no secondary electron currents. This is likely due
to differences in the wake formation. As shown in Figure 10, the wake is larger in SPIS and fully
envelopes the target, which causes more extreme charging.7 The more negative target then repels
more ambient electrons and emits less secondaries, causing the difference in secondary electron
current in Nascap-2k and SPIS. These findings indicate that even when the spacecraft is smaller
than the electron Debye length, spacecraft formation significantly affects charging and sensing.

Now that the sensing process without barriers has been modeled in Nascap-2k and SPIS and both
tools have shown the same trends, passive sensing in the presence of barriers is modeled in SPIS.
As shown in Figure 9(c), the servicer is again able to attract photoelectron emissions when it is
located in the target’s wake, indicating that the servicer is able to overcome the photoemission bar-
rier. Approximately 87% of the photoelectron density is recollected by the target, while 91% of the
photoelectron density was recollected when the target was modeled without the servicer present.
This validates that the servicer is pulling the photoelectron emissions away from the target. Fur-
thermore, the non-monotonic sheath does not form around the target. This likely occurs because the
servicer causes the target to charge more positive, and non-monotonic sheath formation can change
to monotonic sheaths if the spacecraft potential is sufficiently positive.80 Therefore, a positively
charged servicer can be utilized to overcome barriers due to non-monotonic sheaths.

The target recollects less of its current when neither spacecraft are eclipsed, but the servicer
detects about the same current as when the target is eclipsing the servicer. Figure 9(d) shows that the
emitted photoelectrons are mostly attracted to the side of the servicer that does not have the RPA,
whereas the smaller spacecraft in Figure 9(b) shows the photoelectrons surrounding the servicer.
This may occur because the separation distance to spacecraft width ratio is smaller, with the 2 m
spacecraft separated by 5 spacecraft widths while the 10 m spacecraft are a singular spacecraft
width apart. Future simulations with 10 m spacecraft separated by 50 m may be conducted to
validate this. Regardless, the non-monotonic sheath again does not form, indicating again that a
positively charged servicer can be utilized to overcome barriers.
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(a) 2 m servicer in target’s wake (b) 2 m spacecraft with parallel wakes

(c) 10 m servicer in target’s wake (d) 10 m spacecraft with parallel wakes

Figure 9. log10 of the photoelectron density about a servicer (right) and target (left)
in the solar wind dayside environment.

The target again emits no electron current when it is eclipsed by the servicer because the target
charges highly negative and repels the ambient electrons. If the target is farther from the servicer, it
is possible that it will charge less negative, allowing the target to emit secondary electrons. Future
work will be conducted to determine how the separation distance influences the sensing process.

Eclipsed Spacecraft

The spacecraft are now modeled in the solar wind wake environment at an altitude above 12,000
km. Here, non-monotonic sheaths are expected to form when ρ is greater than 0.29 and Γ is greater
than Γc (≈0.81). Based on the single spacecraft characterization, it is expected that positioning the
servicer on the ram or side of the target will be best for sensing. It was shown in the previous section
that the same trends are demonstrated in Nascap-2k and SPIS, so sensing is investigated only using
SPIS in this section.

Table 3 shows the final potential, emitted current from the target, and detected current. The
ideal position, regardless of secondary electron yield, is when the servicer and target’s wakes are
parallel. This follows the expectations from the individual spacecraft results. The worst is when the
target is in the servicer’s wake. This again likely occurs because the target charges more negatively,
repelling ambient electrons and emitting less secondary electrons. Placing the servicer in the target’s
wake yields similar results to when the wakes are parallel because the servicer is able to draw the
secondary electron emissions from the target. This is validated in Figures 11(b) and 11(c), as the
secondary electron density is nearly identical in the two scenarios.

14



(a) Nascap-2k neutral wake (b) SPIS ion density

Figure 10. Wake formation in the solar wind dayside region when the target is in the
servicer’s wake shown with the neutral wake in Nascap-2k (left) and ion density in
SPIS (right).

Table 3. Passive potential sensing results for an eclipsed environment.

Barrier/no barrier
and position

SPIS
Potential
(V)

SPIS
Emitted
Current
(I/m2)

SPIS
Detected
Current
(I/m2)

No barrier, target in wake -62.5 2.7E-8 1.3E-9
No barrier, servicer in wake -18.5 1.8E-7 5E-9
No barrier, parallel wakes -20 1.9E-7 7E-9
Barrier, target in wake -57 5.5E-8 4.9E-9
Barrier, servicer in wake -7.8 3.1E-7 2E-8
Barrier, parallel wakes -8.2 4.1E-7 2.3E-8

When the secondary electron yield is increased such that Γ is greater than Γc and a barrier is
expected to form about the target, non-monotonic sheaths do not form around the target. This again
can be contributed to the positive servicer. The secondary electron density shown in Figure 11
demonstrates this, as the secondaries appear to follow similar trajectories both when Γ < Γc and
Γ > Γc. Therefore, barriers due to secondary electron trajectories do not pose an issue to touchless
potential sensing when the servicer is held significantly positive.

CONCLUSION

Spacecraft charging trends and barriers due to wake formations and non-monotonic sheaths are
characterized using Nascap-2k and SPIS. It is shown that increasing the spacecraft size causes the
system to transition from the thick sheath to thin sheath regime, allowing barriers to form around
the spacecraft. These formations limit the electron current that leaves the target, making touchless
potential sensing using passive methods more difficult. The results also indicate the possibility of
a relationship between the spacecraft potential and barrier formation, as barriers do not form when
the spacecraft potential is sufficiently large. This will be investigated in future research.

With the trends characterized, passive potential sensing simulations are conducted with a 300 V
servicer. It is shown that in both eclipse and sunlight, the best servicer position is near the side of
the target when neither spacecraft are in the other’s wake. The worst position in all scenarios is
when the target is in the servicer’s wake. In the wake, the target charges significantly more negative,
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(a) Target in servicer’s wake, Γ < Γc (b) Servicer in target’s wake, Γ < Γc (c) Parallel wakes, Γ < Γc

(d) Target in servicer’s wake, Γ > Γc (e) Servicer in target’s wake, Γ > Γc (f) Parallel wakes, Γ > Γc

Figure 11. log10 of the secondary electron density about a servicer (right) and target
(left) in the solar wind wake environment above 12,000 km.

repelling nearly all ambient electrons and emitting little secondary electron current. It is possible
that larger separation distances will enable sensing in this configuration, and this is left for future
work.

In addition, it is shown that the presence of a highly positive servicer near the target causes
the barrier formations to disappear, enabling passive touchless potential even in scenarios where
electron emissions are not initially expected to leave the target’s surface.
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