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Electrostatic perturbations can have significant effects during terminal proximity operations in high Earth orbits,

with torque levels exceeding 5 mN ⋅m during severe charging events. These torques can impart 1°∕s rotational rates
touncontrolledbodies, suchas debris or servicing clients, during rendezvousandproximity operations.A suboptimal,

but deterministic and computationally efficient, sampling-based method is presented here to minimize the impact of

these torques during rendezvous, combining prior innovations in rapidly computing the electrostatic torque between

bodies and in determining the electrostatic potential on objects remotely. This method is applied to a simulated

servicing scenario, and found to reduce the accumulated rotational rates of the target by over 50%, yielding

significant improvements in control effort, and potential improvements in safety. This iterative method is

compared to an optimized strategy to minimize final rotational rate of a target, using a pseudospectral collocation-

based approach. The globally optimized approach requires a priori knowledge of both spacecraft potentials

throughout the approach, which limits its applicability in practice, but was found to be robust to moderate

misestimates in potentials.

Nomenclature

A = area of surface
B = magnetic flux density, T
C = capacitance, F
E = electric field, V∕m
e = construction vector
F = force vector, N
�I� = inertia matrix, kg ⋅m2

J = cost function
�K� = control gain matrix
kc = Coulomb’s constant, ≈ 8.99 × 109 Nm2∕C2

L = torque vector, N ⋅m
�M� = fitting coefficients matrix
n = number of spheres
n = face normal vector
PSRP = solar radiation pressure, N∕m2

Q = charge vector, C
q = charge, C
r = distance between spheres, m
r = position vector, m
R = radius of sphere, m
�S� = Elastance matrix, F−1

Ŝ = sun vector
s = line of sight vector
t = time, s
u = control input, m∕s2
V = electrostatic potential, V
v = velocity vector, m∕s
V = Lyapunov function
fx; y; zg = Cartesian frame, m
β = quaternion
βD = diffuse reflection coefficient
βs = specular reflection coefficient
ΔV = relative potential, V

ϵ = vector components of quaternion error
ϵ0 = vacuum permittivity, ≈ 8.854 × 10−12 F∕m
θ = angle between n̂ and ŝ, rad
κ = state vector for trajectory
ρ = error vector in position, m
ϕ = sensor-target angle, rad
χ = dimensionless x coordinate
ψ = spacecraft rotation angle
ω = angular velocity vector, rad∕s
× = cross product
⋅ = scalar product

W
⋅ = time derivative

�W = double time derivative
W 0 = target-frame time derivative
W 0 0 = double target-frame time derivative
dW∕dW = total derivative
Ŵ = unit vector

� ~W� = Skew-symmetric matrix

Subscripts

ext = external disturbance
f = final time
i = body i
i, j = i relative to j
n = orbital mean motion
S = servicer
T = target
0 = initial time

Superscripts

H = Hill frame
S = servicer frame
T = target frame
T = transpose
� = reference trajectory

I. Introduction

R ECENTwork has demonstrated the potential dynamic impact of
electrostatic perturbations on proximity operations, particularly

in high Earth and geostationary orbital regimeswhere high spacecraft
potentials may be encountered [1,2]. Spacecraft in the region, for
instance, can charge to tens of kilovolts depending on local space
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weather conditions [3]. While such charging events are relatively
infrequent, proximity operations during these times are significantly
perturbed by the electrostatic forces and torques acting between the
spacecraft; caseswith an uncontrolled target body, such as a servicing
or debris remediation mission, are particularly affected [2]. With the
increasing popularity and necessity of such missions in high Earth
orbits, there is a need to consider these induced dynamic effects,
which can impart target tumble rates exceeding a degree per second to
an uncontrolled target during rendezvous [2]. Such rotational rates
significantly complicate rendezvous, imposing high propellant usage
demands on the servicer and posing a much more challenging nav-
igation scenario than rendezvous with a nonrotating target body,
while increasing collision risk [2].
The system dynamics between two charged spacecraft are highly

nonlinear, with mutual forces and torques dependent on the positions
and attitudes of both spacecraft, as well as their geometries (which
dictate charge distributions) and electrostatic potentials [4,5]. Two
innovations make rapid guidance and control in these scenarios
possible: the development of methods to accurately and remotely
determine the potential on a co-orbiting object, and a method for
rapidly evaluating the electrostatic forces and torques between
nearby bodies. The electrostatic potential sensing method is based
on observations of x-ray and electron spectra excited during energetic
electron bombardment of the target, either in a controlled manner
using an electron gun mounted to the servicer, or by relying on hot
electrons present in the ambient plasma environment [6]. Force and
torque computations are then performed using the multisphere
method (MSM), a computationally efficient means of approximating
the electric fields around a body to within a few percent, given
knowledge of the target’s geometry and electrostatic potential [5].
The goal of this work is to combine these innovations in a guidance

and control framework to meet proximity operation goals while
minimizing the impact of electrostatic perturbations, in positional
errors, fuel consumption, or tumble rates imparted to the target.
Combining touchless potential sensing and MSM allows for rapid
evaluation of the anticipated forces and torques, suitable for imple-
mentation aboard flight hardware. This work enables safer, more
robust proximity operations during periods of heightened electro-
static charging, which in turn can enable expanded opportunities for
engaging in proximity operations.
This paper is organized as follows. First, the system dynamics are

established, consisting of translational and rotational dynamics. Per-
turbing forces and torques created by electrostatic interactions are
introduced, along with methods for rapidly evaluating the force and
torque contributions, and the relative magnitudes of each compared to
those exerted by solar radiation pressure. Two methods for evaluating
the electrostatic potential of an object remotely are provided in review.
Aguidance strategy is then introduced enabling rapid computation of a
torque-minimal approach to an inert target object. This strategy is
numerically simulated, and performance contrasted to an approach
that does not account for electrostatic perturbations. This creates a
near-optimal approach trajectory while maintaining operational con-

straints on approach angles. As a counter point to this iterative
approach, a globally optimized trajectory for the same scenario is
developed. The optimal trajectory is based on pseudospectral colloca-
tion and optimized to minimize final rotational rate of the target rather
than the net torque at each time step, but requires foreknowledge of the
spacecraft charge state throughout the approach.

II. Problem Scenario

The scenario relevant to this work involves a servicer approaching
an inert target spacecraft, where both spacecraft have accumulated
significant electrostatic potentials as a result of interactions with the
space environment. While significant multi-kilovolt level charging
events at geostationary orbit are relatively rare, occurring perhaps a
few days per year on average, they occur more frequently during
periods of heightened solar activity [7]. Additionally, some compo-
nents of spacecraft and debris objects may not be continuously
conducting with the spacecraft frame, and may be composed of
dielectric or other materials that experience charging differently than
conducting metal structures. These components may be subject to
significantly higher levels of charging than a fully conducting space-
craft structure, with data from the ATS-6 mission showing a Kapton
element at a floating potential having over 100× the electrostatic
potential of the spacecraft frame [8]. Modern spacecraft construction
guidelines are formulated to avoid differential spacecraft potentials
and typically discourage the use of external dielectrics in orbits
subject to high charging conditions like GEO [9,10]. However, many
spacecraft currently in orbit were launched before the development of
these guidelines, and spacecraft on orbit can experience material
degradation that impacts the efficacy of mitigation strategies [11].
Additionally, even with adherence to these guidelines numerical
simulations show that modern spacecraft can exceed kilovolt poten-
tial levels under severe plasma conditions at GEO in sunlight [12],
and observations have shown that operational GEO satellites con-
tinue to experience arcing events indicative of high levels of space-
craft charging [13]. While such events are believed to be infrequent,
they are more common during solar maximum periods, with
highly perturbed Kp index measurements accounting for over 15%
of measurements in some historical periods near solar maxi-
mum [14,15].
Additionally, other work has shown that the use of spacecraft

charging models to estimate the electrostatic potential on an object
based on space weather conditions can dramatically misestimate the
true potential of the spacecraft, so it is important not to simply assume
a potential on a target body, but actively monitor the potential during
proximity operations [16,17].

III. Dynamics

A. Electrostatic Force and Torque Computation

Standard methods for computing the electrostatic forces and tor-
ques between bodies rely on finite element analyses [18]. These

Fig. 1 Example of a spacecraft model discretized into 84 elements for use in theMethod ofMoments finite element formulation (top), and the equivalent
multisphere model (bottom).
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techniques are typically highly accurate, but require significant com-
putational resources that make them impractical for modeling system
dynamics. However, the recently developed MSM enables rapid
evaluation of the electrostatic interactions between bodies to within
a few percent accuracy, and at a fraction of the computational cost
[5,19]. This method discretizes an object as a series of spheres, with
the sphere positions and radii tuned tomatch a parameter of the object
(typically the object’s self-capacitance). A straightforward method to
choose sphere radii is to match the capacitance of the sphere to a
corresponding finite element; the sphere is located at the element
centroid in the heterogeneous surface MSM development [5]. Ana-
lytic expressions for the mutual capacitance effects of multiple
spheres are used to determine the charge on each sphere qi for a
given voltage Vi. The simplest example is the case of two nearby
spheres, which is represented as�

q1
q2

�
� r

kc�r2 − R1R2�
�

rR1 −R1R2

−R1R2 rR2

�
|�����������������������������{z�����������������������������}

CV

�
V1

V2

�
(1)

where R1 and R2 are the sphere radii, and r represents the L2 norm
distance between the spheres. Equation (1) expanded to an n ×m
matrix, where the first object is composed ofn spheres and the second
of m spheres, as seen in Eq. (2).0

BBBBBB@

V1

V2

..

.

Vn

1
CCCCCCA � kc

2
6666664

1∕R1 1∕r1;2 · · · 1∕r1;n
1∕r2;1 1∕R2 · · · 2∕r2;n

..

. ..
. . .

. ..
.

1∕rn;1 1∕rn;2 · · · 1∕Rn

3
7777775

0
BBBBBB@

Q1

Q2

..

.

Qn

1
CCCCCCA (2)

Equation (2) is expressed as the simple relation relating the chargeQ
and potential V:

V � �S�Q (3)

where �S� is the elastance matrix, which is the inverse of the capaci-
tance matrix Cv. Therefore, if the voltages, positions, and radii of
each sphere are known, then the charge on each is computed by
inverting Eq. (3).
Once the charge on each sphere is known, then the forces and

torques between each body are evaluated. The force contributions of
each charge in body 2 (qj) acting on each charge in body 1 (qi) is
evaluated as

F � kc
Xn1
j�1

qj

 Xn2
i�1

qi
r3i;k

ri;j

!
(4)

The resultant torque about the center of mass Lo is then given as

Lo � kc
Xn1
j�1

qj

 Xn2
i�1

qi
r3i;j

ri × ri;j

!
(5)

It is important to note that ri is the distance from a sphere in the body
of interest to the center of mass of that body, while ri;j represents the
distance from sphere i in body 1 to sphere j in body 2.
While computationally efficient, the MSM formulation still

requires initialization using a finite element analysis. This
analysis provides a truth capacitance used to tune each sphere
position and radius to accurately capture the charge distribution
across the surface. The method of moments (MoM) is used
here, as seen in Fig. 1 and described in detail by Ref. [5]. For
comparison, a high-fidelity MoM finite element setup with two
500-element spacecraft required approximately 1000 s of com-
putation time to find the forces and torques acting between the
bodies. The equivalent-fidelity MSM model required less than
0.2 s, for a 104 speed up; lower-fidelity MSM models are

evaluated faster still with minimal loss of accuracy [5]. The
finite element truth model only needs to be computed once for
a structure, and the resulting MSM model is then valid for any
future case, including with flexible or time-varying structures,
or multiple spacecraft operating in close proximity [20]. This
makes MSM ideally suited for faster-than-realtime dynamics
propagation, or real-time guidance.
Rigid bodies are assumed for the MSM structures here. However,

the MSM formulation extends readily to time-varying geometries,
such as servicer solar arrays rotating to track the sun or extending
robotic arms [20]. These time-varying structures can be solved with-
out requiring an update of the computationally intensive finite
element computation step, but can instead be updated using only
the MSM formulation.

B. Sensing Electrostatic Potentials Remotely

The electrostatic potential of each object must be known to effec-
tively utilize the MSM for computation electrostatic forces and
torques. Numerical modeling is often insufficient for accurately
characterizing the electrostatic potential of spacecraft, due to large
uncertainties in material properties [11,21]. Therefore, it is essential
to perform actual measurements of spacecraft potentials in situ, both
of a spacecraft’s own potential and the potential of the target body.
Several flight-proven techniques exist to determine the electro-

static potential of a spacecraft equippedwith requisite instruments, as
a servicer would be assumed to carry. One approach utilizes deploy-
able booms with electric field instruments, which can extend into the
surrounding plasma to determine the potential of the spacecraft
relative to a point tens of meters away [22]. An alternative technique
uses an ion energy spectrometer to observe a stable reference line
present in the ion population of the plasma environment. As the
spacecraft potential changes, the observed energy of the known
reference population changes, determining the spacecraft potential
relative to the plasma. As space plasmas are typically regarded as
neutral, these methods for spacecraft self-potential monitoring pro-
vide an absolute estimate of the quantity of excess charge on an
object [23].
While methods to assess the potential of an instrumented space-

craft relative to the surrounding plasma have beenwell established for
decades, only recently have two methods been developed to deter-
mine the electrostatic potential of an un-instrumented object without
requiring physical contact. Reference [15] describes a technique to
estimate the potential of a target to within ∼100 V using bremsstrah-
lung x-rays emitted by the interactions of energetic electrons with the
target. The energetic electrons could either come from an electron
gun on the servicer, or the ambient plasma in high Earth orbit [24].
The second technique is covered in Ref. [25], and involvesmeasuring
the electrons emitted from the target through either solar-induced
photoemission, or secondary electrons generated by incident ener-
getic electrons in the ambient plasma or from an electron beam. The
electron-based method can resolve target potentials with an accuracy
of∼10 V. However, the electron-basedmethod has far lower observ-
ability of the target potential, with a useful signal available for only
∼10% of a revolution of a tumbling target body [6]. By contrast, the
bremsstrahlung-based method showed signal availability in over
70% of a target rotation [6].
These two methods can be used in tandem to provide an accurate

estimate of the target’s electrostatic potential,with the bremsstrahlung-
based method enabling a relatively low-resolution estimate with high
levels of observability, while the electron-based method enables high-
resolution measurements with low availability. An adaptive Kalman
filter is used inRef. [6] to fuse themeasurements of eachmethod into a
single estimate of the relative potential between the spacecraft, with a
typical accuracy on the order of 10 V.
A relevant concern is whether such accuracy is sufficient for

effective modeling of intercraft forces and torques. A first-order
sensitivity analysis is introduced here to evaluate the required poten-
tial sensing accuracy, aswell as sensitivity of the computed forces and
torques to ranging and attitude estimation.
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C. Dynamic Sensitivity to Estimated Potential and Range

The following analysis covers a two-craft rendezvous scenario in a
geostationary graveyard orbit. It includes electrostatic perturbations,
and solar radiation pressure (SRP) is also modeled as the other
dominant perturbation in the GEO regime. The high-altitude orbital
regimes that are most susceptible to prolonged, high-intensity
electrostatic charging have negligible drag, so this disturbance is
omitted [26]. A few fundamental assumptions underpin the use of
MSM here. First, the sphere radii and positions are derived from a
finite element model (FEM) of each spacecraft, taken as a ground
truth. This truth model requires accurate representations of the sur-
face geometry of both spacecraft; through a combination of a priori
knowledge of the target and systems like LiDAR, this is readily
achievable [27]. Next, the relative position and attitude of the space-
craft must be known to accurately compute the relative positions of
each pair of spheres. Relative pose estimation remains an area of
active research, but it is possible to obtain pose estimates of an
uncooperative target with less than a degree of error using modern
3D flash LiDARs, stereo cameras, or other techniques [28].
The electrostatic force Fe

S;T between charged bodies is computed
through MSM, and torque is then computed as the cross product
between the electrostatic force vector and the radius from the point of
force application to the body center of mass. Torque computation
therefore requires an accurate evaluation of the target body’s center of
mass. Furthermore, to predict the resultant rotational dynamics an
accurate estimate of the target’s inertia matrix is needed. For a
cooperative servicing target these values should bewell-documented,
even in an end-of-life scenario. However, for a debris object these
parameters may require estimation on-orbit by observing the rota-
tional properties of the target. If the shape and potential of the target
are known it is possible to use electrostatic interactions and proximity
flight to deliberately introduce perturbing torques to the target. The
target’s resulting rotational behavior can then be used to estimate its
inertia parameters. The ability to apply a known external torque to a
body may enable improvements in performance over previously
proposed methods to estimate the inertia properties of tumbling
bodies like those described by Ref. [29].
Finally, the electrostatic potential of both the servicer and target

must be known. Themethods for remote potential sensing can achieve
consistent target voltage estimates within 100 Vor less [15]. However,
no work has yet been conducted to evaluate the potential estimation
accuracy required for sufficiently accurate dynamic evaluations. In
related work, Ref. [4] explores the impact of erroneous total system
charge product (the product of multiplying the charges on each space-
craft) on the closed-loop control stability characteristics of an actively
charged electrostatic tractor debris tugging scenario. The authors find
that the closed loop control canbifurcate andbecomeunstable if charge
ismisestimated by just 40%,making it critical that an accuratemeasure
of electrostatic potentials be available.
While the electrostatic potential may be sensed remotely, electro-

static charges are responsible for producing force and torque inter-
actions between the bodies. The charge is related to the potential on a
body by the body’s capacitance, which is chiefly determined by the
body’s surface geometry.
A reduced-order analysis is developed to evaluate the sensitivity of

the computed force and torque to the estimated electrostatic potential
and intercraft distance. To gain analytic insight into the sensitivity,
each body is modeled as a single sphere, as seen in Fig. 2. This is the
simplest configuration that still includes mutual capacitance effects.
An S subscript denotes a property of the servicer and a T the target.
The force acting between the spheres is then found as

F � kcqSqT
r2

(6)

where kc is Coulomb’s constant, qS is the charge on the servicer, qT is
the target charge, and r is the distance between the spheres.
Therefore, electrostatic charges on each sphere are calculated as a

function of their potentials, computed as in Eq. (2). The upper-right
and lower-left elements of the capacitance matrix represent mutual
capacitance effects, caused by the interactions of the two bodies.
These elements are expanded as

qS � r

kc�r2 − RSRT�
�rRSVS − RSRTVT� (7)

qT � r

kc�r2 − RSRT�
�rRTVT − RSRTVS� (8)

Combining this expansionwith Eq. (6) yields a force expression as

F �
�

r

kc�r2 − RSRT�
�
2

� �r2 � RSRT�VSVT −rRSV
2
T − rRTV

2
T �
(9)

where the leading term is constant with respect to voltage. However,
in practice, the measured quantities are the potential of the servicer
VS and the relative potential of the target relative to the servicer
ΔVT;S. Therefore

VT � VS � ΔVT;S (10)

The force between the bodies then becomes

F �
�

r

kc�r2 − RSRT�
�
2

��r2 � RSRT�VS�VS � ΔVT;S�
− rRS�VS � ΔVT;S�2 − rRT�VS � ΔVT;S�2�

(11)

Typically, the effects of electrostatic interactions only become
significant for cases where potentials exceed a few kilovolts. In this
range, the typical 1σ uncertainty in the measurements are in the
region of <1–10%. For a casewith a 10%error in the relative potential
estimate between the spacecraft, the resultant force estimation error is
only about 8%, as seen in Fig. 3, on the same order as the errors
associated with the MSM formulation.
Common methods for measuring a spacecraft’s own potential

relative to the ambient plasma are limited in accuracy by the energy
resolution of the instruments used, but can typically resolve space-
craft potentials to within <5% [23]. Because the remote potential
sensingmethods here provide only relative potentials, the net error in
a target’s absolute potential will be a combination of errors in both the
relative potential and a spacecraft’s self-potential measurement.
The sensitivity of force to error in either the voltage of the servicer

(VS) or the potential of the target relative to the servicer (ΔVT;S) can
be evaluated by taking the ratio of the partial derivatives of the
electrostatic force with respect to VS and ΔVT;S. The resultant ratio,
seen in Eq. (13), is a function of not just VS, ΔVT;S but also of the
problem geometry (sphere radii and separation distance). The ratio of

∂F∕∂VS

∂F∕∂ΔVT;S

(12)

is independent of the base voltage of each sphere; the ratio remains
the same regardless of VS and VT as long as VS � VT .Fig. 2 Illustration of two-sphere system evaluated.
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∂F∕∂VS

∂F∕∂ΔVT;S

� �2VS � ΔVT;S��r2 � RSRT� − 2RSVSr − 2RTr�VS � ΔVT;S�
VS�r2 � RSRT� − 2RTr�VS � ΔVT;S�

(13)

Ultimately, the system is far more sensitive to VS thanΔVT;S. The
exact value of the sensitivity ratio is a function of both voltages and
the positions of each sphere, but is typically somewhere between 3
and 10 for most combinations of potentials from 1 to 20 kV and
positions from 1 to 20 m. Potentials on both spacecraft should be
similar if they are exposed to near-identical space environment con-
ditions, but differences in construction and material properties may
result in significant, multi-kilovolt-level differences [8]. For a nomi-
nal casewhere each spacecraft is charged to 10 kVat 10m separation,
Fig. 3 illustrates the relationship between misestimated potentials on
each sphere and the resultant force. As expected, the force error is
significantly more affected by errors in VS than VT , with the relation
nearly linear in the region of <10% errors. Nonlinearities in this
relation become more pronounced as errors exceed 20%, but it is
reasonable that this figure should account for most potential meas-
urement uncertainties using existing techniques.
Given the relatively high electrostatic potentials of interest in this

problem, it is worth considering the dynamic effects of charged space-
craft interactions with the environment. Two interactions are consid-
ered: the effect of the charged spacecraft’s interactions with Earth’s
magnetic field (Lorentz force) and ionospheric drag, due to the inter-
action of a charged spacecraftwith ambient chargedparticles. The total
charge on a spacecraft charged to a near-record −20 kV is approx-
imately 1 × 10−5 C. The Lorentz force can then be computed as

F � q�E� v × B� (14)

which, given a nominal GEO magnetic field intensity of 106 nT [30],
orbital velocity v � 3 km∕s, and electric field intensity on the order of
1 mV∕m [31], the Lorentz force can be estimated to be on the order of
10−8 N—approximately 1∕3 the gravitational force exerted by the
moon, and 5–6 orders ofmagnitude smaller than intercraft electrostatic
forces.
Likewise, plasma densities at GEO are often very low compared to

LEO orbits, with typical plasma densities on the order of 105 ions per
cubic meter [32] compared to some five orders of magnitude greater
in LEO at 500 km. These low plasma densities, combined with low
orbital velocities, result in negligible ionospheric drag forces.

While the contributions of Lorentz forces and ionospheric drag are
negligible, the dominant perturbation at high Earth orbits is typically
SRP [33], which can affect a spacecraft’s inertial acceleration and
also impart significant torques. The first-order SRP model used here
divides each spacecraft into a series of rectangular elements, repre-
senting a face of a solar array or a side of a bus. Each element is
subject to the force

Fi � −PSRP

�
�1 − βs;i�ŝ� 2

�
βs;i cos�θi�

� 1

3
βD;i

�
n̂i

�
⋅ cos�θi�Ai (15)

Here, βs represents the specular reflection coefficient, and βD is the
diffuse reflection coefficient for the given element. Values used are
provided in Table 1. The sun direction unit vector is given by ŝ, while
n̂i is the face normal unit vector; θi describes the angle between ŝ
and n̂i. Ai is the area of the given element. Reflection and absorption
coefficients for representative material surfaces were taken
from Ref. [34].

IV. Control

A. System Frames

Three coordinate frames are used, as shown in Fig. 4. The Hill
relative orbit frameH is assumed to be equivalent to an inertial frame
for this scenario, and it originates at a virtual Keplerian chief. The
target frame T is co-located and co-aligned with the Hill frame at the
beginning of the simulation. The target frame is fixed to the docking
port on the target body. The servicer frame S is fixed to the servicer
docking port.
The reference trajectory is given by T r� � �x�; y�; z��T, and right

star superscripts are used to denote reference quantities. The refer-
ence is computed in the target-fixed frame, which aligns with a Hill-
frame approach if no perturbations are present. However, if the target
is rotating, the servicer will need maneuver in the Hill frame to track
the reference trajectory in T .

Fig. 3 Sensitivity of electrostatic force to errors in ΔVT;S and VS.

Table 1 Solar radiation pressure reflectance
parameters from [33]

Material βs βD

Multilayer insulation (spacecraft bus) 0.29 0.29
Black paint (solar array rear) 0.015 0.015
Solar array front 0.073 0.007
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B. Translational Control

The goal of the control system is to track the reference trajectory by
driving the position andvelocity errors to zero. Error terms are givenby

ρ � rS∕T − r�S∕T (16)

_ρ � _rS∕T − _r�S∕T (17)

as seen in Fig. 4.
The system dynamics are inherently nonlinear due to the coupling

of position, attitude, and resultant force and torque. Therefore, a
nonlinear Lyapunov-derived Cartesian feedback controller is imple-
mented to track the desired reference trajectory computed by the
guidance system [35]. The positive definite Lyapunov candidate
function is chosen to be

V�ρ; _ρ� � 1∕2�K1�ρTρ� 1∕2_ρT _ρ (18)

The derivative of V�ρ; _ρ� is then

_V�ρ; _ρ� � _ρT�us � � �rS;T − �r�S;T� � �K1�ρ� (19)

which takes the negative semidefinite form

_V�ρ; _ρ� � −_ρT �K2�_ρ (20)

for the control input

us � −��rS;T − �r�S;T� − �K1�ρ − �K2�_ρ (21)

and positive definitematrices for the control gains �K1�, �K2�. Here the
term � �rS;T − �r�S;T� represents the relative Hill-frame acceleration
between the reference in T and H as a result of differential gravita-
tional accelerations and the rotation of the target body with respect to
H. It is assumed that the target body’s rotational rates and pose are
known, likely through a combination of image-based and LiDAR-
based methods. By feeding forward on these known relative accel-
erations, the servicer achieves better tracking and convergence at
lower control effort cost.
As the target body rotates with angular velocity ωT∕H, the refer-

ence position will accelerate relative to the Hill frame. The Hill frame
is assumed equivalent to an inertial reference frame. This acceleration
is computed as

�rT∕S � r 0 0T∕S � _ωT∕H × r� 2ωT∕H × r 0T∕S � ωT∕H × �ωT∕H × rT∕S�
(22)

where the prime right superscript denotes a target-frame derivative,
and dots a Hill-frame derivative [35].
The servicer spacecraft’s 3-degree-of-freedom translation control

is assumed to be independent, such that it can always command a
Hill-frame acceleration to 0.01 m∕s2.

C. Attitude Control

The attitude of the servicer must follow a time-varying reference to
maintain a line-of-sight vector between the servicer’s relative navi-
gation sensors and the docking point on the target. The goal of the
attitude controller is therefore to track the target’s rotation such that
the navigation system is always aligned to the docking port to avoid
dropouts in navigation data. The attitude controller acts independ-
ently of the translation controller and, like the translation controller,
has a maximum control effector limit but no minimum. This corre-
lates well to an attitude control system reliant on momentum
exchange devices like reaction wheels or control moment gyro-
scopes, while a reaction control system or other thruster-based
method is used to apply translational control. The torque control
limit is set to 100 mN · m, feasible for large reaction wheels like the
Honeywell HR-12 series [36].
The attitude controller feeds back on the spacecraft attitude qua-

ternion, and it is given by Ref. [35] as

Ts � −KϵS∕T − PδωS∕T � �I�� _ωs� − � ~ω�ωs� � � � ~ωs� ��I�ω −Lext

(23)

where the total external torque acting on the bodyLB;ext is the product
of the SRP and electrostatically induced torques

LB;ext � LB;SRP � LB;electro (24)

and ϵS∕T is the three-element vector component of the quaternion
attitude error βS∕T.

ϵ � βS∕T�1∶3� � �β1; β2; β3�T (25)

Ts is the control torque commanded by the servicer, and gains are
K � 0.01�I�3×3 and P � 0.001�I�3×3. The inertia matrix used for
numerical simulations is derived from a CAD model of the GOES-
R spacecraft based on publicly available documentation, and it is
taken to be

Fig. 4 Illustration of electrostatic interactions between two proximate spacecraft. The reference frames are depicted, withH being the Hill frame, taken

to be inertial for this scenario; S the frame fixed to the servicer; and T the one fixed to the target’s docking port.
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�I� �

2
6664
15597 −335 7070

−335 23277 −188

7070 −188 23407

3
7775 kg −m2 (26)

This is not assumed to be an exact match to a specific operational
vehicle, but instead to provide a reasonable estimate for the inertia
matrix of a large GEO spacecraft.

V. Deterministic Guidance Approach

Prior studies into the topic of spacecraft proximity operations
guidance under perturbations often focus on optimal control strate-
gies to develop trajectories that minimize risk and fuel consumption
[37]. Thesemethods are typically computationally intensive, particu-
larly when applied to systems with significant constraints and com-
plex dynamics. Additionally, these methods may require reference
trajectories to be computed a priori on the ground, while a controller
or neighboring optimal solution follows the trajectory on board the
spacecraft [37]. This is often problematic in the case of electrostatic
perturbations, which vary significantly over a several-hour rendez-
vous process as spacecraft move through changing local plasma
environments or lighting conditions. This results in dramatic changes
in the relative motion dynamics between the two bodies, necessitat-
ing costly re-optimization [38].
It is very difficult to accurately predict the potential on a spacecraft,

as this prediction is highly sensitive to space weather conditions and
material properties. Therefore, global optimization of a multihour
rendezvous requires some assumption of the environment. Alterna-
tively, given the uncertain future system dynamics, the servicer could
compute the optimal approach vector at that time step, and re-
evaluate the desired approach as new measurements of target and
servicer potential are available.
Both of these strategies, an iterative approach and a globally

optimized approach, are developed here. The iterative approach that

relies on a reduced-order MSM model is used to compute position
and attitudes that most closely meet a desired torque, trading a small
degree of accuracy for decreases in computational burden. The
approach trajectory illustrated defines the servicer position and atti-
tude relative to the target at each time step, providing 6-degree-of-
freedom inputs to the controller. An alternative, globally optimized
trajectory is also developed, using a polynomial-based pseudospec-
tral collocation method. Rather than minimizing the imparted torque
at each time step, this strategy computes an trajectory that minimizes
the final rotational rate of the target.

A. Deterministic Translational Guidance

Several constraints are imposed on the approach trajectory. The
nominal unperturbed trajectory is shown in Fig. 5 in the target frame
T . For a nonrotating target case, this corresponds to the Hill frame
approach. The position and velocity for this approach are shown in
Fig. 6. The trajectory is initialized at an 80 m range, a point where
remote electrostatic potential measurements are expected to be avail-
able [6]. The servicer is required to perform three hold maneuvers at
10, 5, and 1 m from the docking point. The first two are set for
10minutes, to allow ground controllers to verify navigation solutions
or similar, while the final hold is commanded for 30 minutes to allow
for robotic arms to performgrapplingmaneuvers.Hyperbolic tangent
functions are used to smooth the approach trajectory to avoid accel-
eration singularities as seen in Fig. 6.
Repulsive electrostatic forces between the target and the servicer

result in the target translating relative to the servicer and the servicer
having to accelerate to pursue it. These accelerations are very small,
on the order of 10−7 m∕s2. By comparison, torques generate rota-
tional rates on the order of 0.1°∕s, which correspondingly cause
translational acceleration of the reference frame relative to the Hill
frame. A servicer at 10m distancemust then chasewith accelerations
on the order of 10−4 m∕s2 or greater. Electrostatic torques are there-
fore a much more significant perturbation than electrostatic forces,
and minimizing the impact of these torques on an inert target could

Fig. 5 The nominal approach trajectory from the two-panel servicer to the one panel target at the origin. Hold points are shown in red.
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Fig. 6 Position and velocity of the target-frame desired rendezvous trajectory.
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dramatically reduce the overall control effort required for proximity
operation.
The final phase of autonomous rendezvous is highly dependent on

an accurate navigation solution, typically obtained by a combination
of LiDAR and visual or IR cameras. These impose line-of-sight
constraints on the approach trajectory; not only does the servicer
need to stay within a constraint cone of the docking point to allow
satisfactory navigation sensor visibility, but the attitude of the serv-
icer must also be constrained such that the RPO sensors have a direct
line of sight to the docking location. For this work an approach cone
with a 25° half angle is chosen, on a similar level to the approach
angle observed in publicly available videos of theMEV-1 rendezvous
operation. This approach cone is shown in Fig. 7. Despite being a
relatively tight approach cone, there is significant variation in the
magnitude and direction of electrostatic torques acting on the target in
this area. Figure 8 illustrates an example of the torques imparted to a
GOES-R target with a servicer at 10 m distance, and −10 kV on
each spacecraft. Within the 25° approach cone there is a difference of
over an order of magnitude between the lowest torque point
(<0.2 mN ⋅m) and the highest (>2.3 mN ⋅m).
Due the relatively small region admissible under the constraints, a

sampling-based strategy can efficiently evaluate the search space.
The guidance strategy implemented here evaluates the electrostatic
interactions between low-fidelity MSM models (20 sphere) of both
spacecraft at 50 points over the 25° approach cone, with a fixed
distance to the docking location as seen in Fig. 7. At each guidance
update a new approach vector is computed based on the evaluation of
the torque vector on the target, as seen in Fig. 9. The torque vector
quantity acting on the target closest to a desired quantity is selected at
each step. The servicer then follows a linear reference trajectory until
the next guidance update.
The position of each sample point is selected based on a spherical

spiral to achieve near-evenly spaced points. The number of points to

sample is chosen by evaluating the variation in electrostatic torques
over the constraint cone, and then selecting a sample density that
captures relatively small-scale variations in torque. In this case, the
sensitivity of torquewith respect to angle seen inFig. 8 led to a 50-point
sample, which ensures that the minimum torque is within 0.1 mN ⋅m
of the minimum sampled point for these spacecraft models. By con-
straining the distance to the target to be constant, this reduces to a
constrained two-dimensional (in azimuth and elevation angle) search
space, where the L2 norm of the angles must be less than 25°.
The electrostatic forces and torques acting between the bodies are a

function of the relative position of every sphere on each body, so both
the target’s attitude and position state need to be prescribed by the
guidance algorithm at each time step. The RPO sensors must main-
tain a line of sight to the docking point, so the servicer must orient
itself accordingly. However, this only constrains two degrees of
rotational freedom for the servicer, which is free to rotate about the
line of sight. As seen in Fig. 10, there are significant differences in
torque as a servicer rotates through the one unconstrained degree of
freedom. For this case, the maximum torque magnitude is over 20%
higher than the minimum, which could have significant implications
over a multihour proximity operation. Therefore, 50 attitudes are
evaluated at each position, to find the combination of position and
attitude that come closest to satisfying a desired torque as possible
while maintaining a reasonable computational burden.

Fig. 7 Constraint cone fixed to target docking port, and selected test
positions at a fixed distance to the target port.
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Fig. 8 Torque acting on a GOES-R target due to electrostatic inter-
actions at a 10 m distance as a function of azimuth and elevation. Circled
region corresponds to a 25° approach cone.

Fig. 9 Conceptual illustration of four updates of iterative guidance
strategy. Best solution at each time step is shown in red; black line
represents the servicer trajectory between each pair of points.
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Fig. 10 Electrostatic torque imparted to the target as a function of
servicer attitude, where the servicer is only rotated about the line of sight
(LOS) vector.
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Evaluating the intercraft forces and torques over 50 attitudes at 50
positions requires less than 0.1 s usingMATLAB on amodern laptop
computer. Using a higher-fidelity model with 4× more spheres per
vehicle results in computation times increasing by a factor of 6×, with
little change in the best position/attitude combination found.
The electrostatic potentials and intercraft forces will evolve over

time periods on the order of minutes to tens of minutes, depending on
separation distances and closure rates, so relatively slow updates of
the guidance algorithm are acceptable for the system dynamics. The
desired approach vector and attitude combination can be computed
infrequently, making this solution well suited to implementation on
board a servicing spacecraft. However, the MSM formulation tested
here is sufficiently efficient that it could be implemented onboard a
spacecraft with updates on the order of a second or less if desired.

B. Deterministic Attitude Guidance

The servicer attitude is prescribed to orient the sensors toward the
docking point, computing the required quaternion between the sensor
line of sight vector ŝ and the relative T -frame position of the servicer
rS∕T as

ê � rS∕T
jrS∕T j

× ŝ (27)

ϕ � cos−1
�
rS∕T ⋅ ŝ
jrS∕T jŝ

�
(28)

βS∕T � � cos�ϕ∕2� ê sin�ϕ∕2� �T (29)

This approach constrains two rotational degrees of freedom for the
servicer, but does not constrain the about-boresight rotation. While
only representing one degree of freedom, there are significant
differences in the torque vector exerted on the target at different
servicer attitudes. For an example position with 10 m separation
between the spacecraft, rotating the servicer about the line of sight
axis results in changes in the total torque magnitude of over 30%. In
addition, the direction of the torque vector can change by over 70° by
varying servicer orientations at a specific position.
For cases where there is <1% difference in electrostatic torque

between different orientations, the servicer attitude is chosen to
maximize the distance between the closest points on the two space-
craft in an effort to minimize the probability of a collision between
the craft.
Additionally, there are cases where exerting a specific electrostatic

torque vector on the target is desirable. These scenarios involve
rendezvous with a tumbling target, when electrostatic forces reduce
the rotational rate of the target before grappling, or cases where a
cooperative client transitions into a free-drift mode before docking and
perturbing effects like SRP are negated by electrostatic interactions.

C. Simulation Results

A rendezvous scenario is simulated with a notional GEO space-
craft and servicer, as described in Sec. III. Mass and inertia properties
for the target and servicer are taken to be known exactly in the
controller and dynamics propagation.
SRP is added as an unmodeled disturbance for the target body,

using the nonshadowingmodel discussed previously. For the GOES-
R target, the single asymmetric solar array leads to average SRP
induced torques of approximately 0.5 mN ⋅m across all orientations.
For comparison, electrostatic torques at 10 m exceed this level when
just 1900 V is applied to each spacecraft.
Figure 11 illustrates a straight-line rendezvous perturbed by

electrostatic interactions, using a guidance policy that does not
account for those electrostatic perturbations. The dashed line illus-
trates the trajectory unperturbed by electrostatics. Qualitatively, the
iterative guidance approach to minimize imparted torques shown in
Fig. 12 experiences far less perturbation from the nominal, straight-
line trajectory shown in Fig. 11. These simulations are performed
with 80 sphere models for the target and 92 spheres for the servicer,

and 10 kV potentials on each. This is a severe charging event only
relatively infrequently at GEO, but is reasonable to anticipate in a
spacecraft lifetime [3]. This scenario therefore offers a plausible in-
stance of significant electrostatic perturbations due to space weather
interactions.
Selecting an approach angle to minimize the electrostatic torque

acting on the target during rendezvous results in a greater than 60%
decrease in control effort required for rendezvous, and decreases in
target rotational rate of over 50%, from 0.025°∕s to less than 0.01°∕s.
These improvements result in improved docking accuracy,

reduced navigation uncertainty, and more predictable lighting con-
ditions. These improvements occur despite not accounting for sig-
nificant SRP torques in the model. Steady lighting conditions are
particularly important in improving optical navigation accuracy dur-
ing the final meters of rendezvous, when small errors could result in
undesired contact between the spacecraft.
For this analysis, both spacecraft are assumed to be at fixed

potentials, with electrostatic potentials constant over the entire space-
craft surface. This is in adherence with modern guidelines for space-
craft design, which recommend that all surfaces be continuously
conducting and commonly grounded to the spacecraft frame to
mitigate arcing hazards. However, this is not an accurate assumption
in all cases; older spacecraft were frequently nonconducting, which
can result in different components on the structure having potential
differences of hundreds or even thousands of volts due to varying
material properties and solar photon exposure [8,23]. Inclusion of
differential charging effects and the assessment of their impact in
proximity operations is an area for future work, and could be aug-
mented by the approach presented in Ref. [39] for incorporating
nonconductive structures into an MSM framework.
Given the attitude, position, and approach angle constraints

imposed on the servicer, only a limited subset of potential locations
are admissible. While the sampling-based method used here may

Fig. 11 Rendezvous trajectory perturbed by 10 kV electrostatic poten-

tial on each spacecraft, with no guidance accounting for electrostatic
interactions.

Fig. 12 Rendezvous trajectory perturbed by 10 kV electrostatic
potential on each spacecraft, with guidance accounting for electrostatic
interactions.
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only find a suboptimal local minimum of the electrostatic torque, it is
generally within <10% of an absolute minimum torque. This limits
the improvements in performance possible through the use of more
computationally intensive optimal control strategies. While it is
expected that the servicer should be able to determine its own attitude
with high precision, uncertainty in target relative pose estimation can
drive significant miscalculation of the electrostatic torques between
the craft. Taking the gradient of the data shown in Fig. 8 allows the
sensitivity of torque to the attitude of the target to be determined.
Taking the gradient of torque magnitude in Fig. 8 with respect to
angle provides an estimate of the sensitivity of the resultant torque
magnitude to target attitude estimation. Some angular regions exhibit
sensitivities over 0.03 mN ⋅m∕ deg, so just a few degrees of error in
target attitude estimates can result in significant errors in computed
electrostatic torque.

VI. Optimized Guidance Approach

The sampling-based guidance approach offers significant
improvements in final rotational rate; further improvements are
obtained by globally optimizing a trajectory to minimize the rate.
The sampling-based approach minimizes the net torque parameter at
each successive interval, but a superposition of local minima at
discrete time steps is not equivalent to a global optimization across
the full reference trajectory.
While a wide range of techniques are available for trajectory

optimization, a method based on pseudospectral collocation is uti-
lized here. Rather than parameterize the control effort, as is often
done in optimal control collocation problems, the target-frame tra-
jectory of the servicer is used. A polynomial function is selected to
prescribe the reference trajectory, as it guarantees satisfaction of
initial and final position/velocity constraints.

A. Trajectory Parameterization

This trajectory is parameterized in the T ŷ and T ẑ directions seen in
Fig. 5. The T x̂ direction follows the nominal reference trajectory in
Fig. 5, which preserves the hold points. Additionally, the initial
positions and velocities are fixed for all directions, beginning at
� 80 0 0 � mwith no initial velocity. The simulation period is fixed
at 3.5 h, as in the nominal case. At this final time the trajectory is
constrained to reach a position of � 1 0 0 � m, with no relative
velocity.
Additionally, a soft constraint is imposed through a linearly

increasing penalty term to ensure that the servicer remains within
the approach constraint cone. Smoothly approaching the final state
additionally imposes the terminal approach constraint

dy�

dx�

				
x��0

� dz�

dx�

				
x��0

� 0 (30)

Differentiating the trajectory prescribing polynomial once pro-
vides the velocity at each point in time, while the second derivative
provides accelerations. To ensure that the maximum acceleration
magnitude is within the control authority bounds set, the second
derivative of the position is constrained to fall within the actuation
limits.
The hard constraints the optimized trajectory must meet therefore

consist of initial position Y�X�to��, final position Y�X�tf��, initial
velocity _Y�X�to��, and final velocity _Y�X�tf��. Because the trajectory
is parameterized in the T y and T z directions as a function of the T x
reference position x�, the value of x� is normalized to improve
numerical conditioning for the polynomial trajectory as

χ � x�

x��to�
(31)

This set of initial/final states and rates provides four constraints, so
a third-order polynomial with four total terms could fit these con-
straints perfectly. However, this would provide no variables to tune in
the optimization, and consequently could exceed acceleration limits

or other imposed constraints. A solution is therefore to use a fifth-
order polynomial, as

y��χ� � α1χ
5 � α2χ

4 � α3χ
3 � α4χ

2 � α5χ � α6 (32)

z��χ� � β1χ
5 � β2χ

4 � β3χ
3 � β4χ

2 � β5χ � β6 (33)

where χ is the nondimensional independent variable andαi represents
the coefficients on each term. This formulation for y��χ� and z��χ�
provides six total coefficients to determine inα and β, so a state vector
is compiled as

κy� � � y0 yf _y0 _yf �y0 �yf �T (34)

The acceleration terms �y0, �yf are treated as tuning parameters, and
the set of coefficients α is computed to meet these constraints as

α � �M�−1κy� (35)

where

�M� �

2
6666666666664

0 0 0 0 0 1

1 1 1 1 1 1

0 0 0 0 1 0

5 4 3 2 1 0

0 0 0 2 0 0

20 12 6 2 0 0

3
7777777777775

(36)

Analogously, the β coefficients are computed as

β � �M�−1κz� (37)

The �M�matrix is equivalent for any fifth-order polynomial and is
also used for the z� and ψ�

1 reference trajectory components.
Therefore, this approach allows the creation of trajectories that

meet four constraints precisely, and two bounded parameters that are
tuned through the optimization.
Trajectories can be optimized to any number of variables and cost

functions, but the primary objective in this case is to minimize the
final rotational rate of the target object. A state vector is generated by
the optimizer, using the four prescribed and two tuned parameters,
and the resultant polynomial coefficient vector α computed. This
process is done independently for the T ŷ, T ẑ and ψ̂1 directions. The
prescribed trajectory is then used as a reference trajectory input into
the reference tracking controller, and the final rotational rate of the
target assessed. The optimization is performed to minimize the cost
function

J � ωT
fωf (38)

whereωT
f � ωB∕N�tf� is the angular velocity of the target body at the

end of the simulation.
This approach, preserving initial conditions and driving final

states/rates to zero, is generalized to a polynomial of arbitrary degree
n to describe y��χ� and z��χ� as

y��χ� � α2χ
2 � α3χ

3 �
Xn
j�1

α�j�3�χ�j�3� (39)

z��χ� � β2χ
2 � β3χ

3 �
Xn
j�1

β�j�3�χ�j�3� (40)

where the second and third coefficients are related to the initial states
for y� as
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As discussed previously, the servicer attitude is constrained to
maintain a line of sight to the target docking port. However this is
an underconstrained problem, leaving the servicer attitude free to
rotate about the line-of-sight vector. An additional polynomial is used
to prescribe the rotation about this vector as a function of the X
position, developed analogously to the trajectories in ŷ, ẑ as

ψ1�χ� � γ1χ
5 � γ2χ

4 � γ3χ
3 � γ4χ

2 � γ5χ � γ6 (42)

A quintic polynomial is found to perform well in prescribing both
translation and rotational positions, with little improvement offered
by higher-order polynomials for this rendezvous scenario. Higher
orders allow better fitting and more optimal solutions in cases with
initially rotating target bodies, however.
Final rotational rate is strongly dependent on the inertia properties

of the target vehicle, so a proxy measure of minimizing the torque
imparted on the target over the rendezvous trajectory is preferable if
the center-of-mass location is more accurately known. Torque acting
on the uncooperative target for this scenario is only a function of
spacecraft relative pose and target center-of-mass location, sun angle,
and electrostatic potentials, decreasing the target parameters that
need to be determined.
The inertia and mass properties are likely to be the most poorly

defined aspect of the target, as spacecraft at end of life typically have
some (uncertain) quantity of residual fuel remaining. Additionally, in
a servicing or debris remediation mission where the spacecraft may
have broken up to some extent, a priori knowledge of the inertia
properties is highly uncertain [29].
Optimization of this trajectory is performed using MATLAB’s

fminsearch unconstrained optimization function. Thismethod results
in a final target rotational rate of just 0.006° when subject to 10 kV
potential levels and SRP. The initial trajecotry and attitudes are shown
in Fig. 13, while the final result from following this trajectory with
electrostatic and SRP perturbations is shown in Fig. 14.
These results present a significant improvement in final rotational

rate over the sampling-based algorithm, but at dramatically increased
computational cost. While the sampling-based approach could com-
pute a desired approach vector and attitude in∼0.1 s, the fminsearch
optimizer required ∼104 times longer and thousands of iterations to
converge, with each requiring integration for a full trajectory. Such
high computation times occurred despite having just six total tuning
parameters. Increasing the search space with higher-fidelity polyno-
mials comes with an accompanying increase in computational time.
Therefore, although the sampling approach provides a suboptimal
solution to the trajectory, it has benefits in computational burden,
enabling on-orbit recomputation as potential estimates evolve.
Figure 15 illustrates the impact of different potential levels on the

optimized approach trajectory. Similar final rotational rates are
achieved by both trajectories, but there significant differences are
notable in the two optimized trajectory components.Fig. 14 Precomputed optimal trajectory, final result.
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Fig. 15 Optimized trajectories for 5 and 15 kV cases.

Fig. 13 Precomputed optimal trajectory, initial states.
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B. Monte Carlo Simulation

The polynomial-based guidance approach shows an order-of-
magnitude improvement over the deterministic sampling-based
approach, but has disadvantages in computation time that likely limit
it to ground-side path planning. Therefore, it is important that this
approach be robust to varying scenario parameters. A Monte Carlo
simulation is conducted to evaluate performance under mismodeled
parameters. The same optimized trajectory was evaluated for 500
simulations. Inertia properties are evaluated with 5% 1σ normally
distributed variation in each element. Additionally, linearly time-
varying spacecraft potentials are imposed for the target to represent
the space environment evolution, ranging from the nominal
10	 0.1 kV, 1 standard deviation at the beginning of the simulation,
to 10	 1 kV, 1 standard deviation at the end.
The results of this analysis, seen in Fig. 16, show that the designed

trajectory is robust to uncertainties in potential and inertia properties.
Therefore it is reasonable to precompute a trajectory from the initial
80 m hold point based on observations of relative potential, and
follow that trajectory. The worst result in this assessment was
0.011°∕s, which is approximately twice the optimized rate. However,
this result is still approximately equal to the solution computed
through the deterministic sampling-based approach.

VII. Conclusions

While electrostatic perturbations significantly impact proximity
operations dynamics, it is possible to use new methods to remotely
sense the potential on an object in tandem with rapid techniques for
evaluating the resultant intercraft forces and torques to mitigate these
concerns. A computationally efficient solution to guidance during
final approach can reduce the impact of electrostatic interactions by
over 50%.Moreover, this strategy can be applied in combinationwith
various constraints on attitude or position during approach. In com-
parison, a trajectory globally optimized to reduce the rotational rate of
the target at grappling reduces the rotational rate of the target by 95%
relative to a naive approach that does not account for electrostatics.
However, this approach is computationally expensive and would be
very difficult to implement in a flight processor, instead requiring
precomputation offline.
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