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Abstract A comparison of different methods to estimate the sun-direction vec-
tor using a partially underdetermined set of cosine-type coarse sun sensors (CSS),
while simultaneously controlling the attitude towards a power-positive orientation, is
presented. CSS are commonly used in performing power-positive sun-pointing and
are attractive due to their relative inexpensiveness, small size, and reduced power
consumption. For this study only CSS and rate gyro measurements are available,
and the sensor configuration does not provide global triple coverage required for a
unique sun-direction calculation. The methods investigated include a vector average
method, a combination of least squares and minimum norm criteria, and an extended
Kalman filter approach. All cases are formulated such that precise ground calibra-
tion of the CSS is not required. Despite significant biases in the state dynamics
and measurement models, Monte Carlo simulations show that an extended Kalman
filter approach, despite the underdetermined sensor coverage, can provide degree-
level accuracy of the sun-direction vector both with and without a control algorithm
running simultaneously. If no rate gyro measurements are available, and rates are
partially estimated from CSS, the EKF performance degrades as expected, but is still
able to achieve better than 10◦ accuracy using only CSS measurements.
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Introduction

In recent years there has been a significant increase in interest in smaller satellites as
lower cost alternative to traditional satellites, particularly with the rise of the Cube-
Sat [1]. There has been a lag in the development of attitude control subsystems
in comparison to other systems, such as command and data handling and electri-
cal power systems, which have benefited from advances in commercial electronics
[2]. Due to stringent mass, size, and often budget constraints, these small satel-
lites typically rely on simple sensor hardware such as coarse sun sensors (CSS) and
magnetometers.

Spacecraft commonly use a multitude of low-cost sun sensors to determine a
spacecraft’s attitude relative to the sun heading. There are two general types of
sun sensors used: digital two-axis sensors and coarse analog cosine-type sensors.
Digital two-axis sensors combine two or more image sensors and processing elec-
tronics into a single package that provides a complete sun vector. These high
accuracy sun sensors often combine multiple measurements [3] or use charge-
couple-devices (CCDs) [4] to determine the direction of the Sun. The output vector
observation of the sun direction and two or more such vector observations are
combined to deterministically solve for the estimated spacecraft attitude using a
reference sun-direction vector. Many methods exist for solving such a problem
including TRIAD [5], Davenport’s Q-Method [6], QUEST [7], FOAM [8], and
OLAE [9].

Alternatively, cosine-type CSS output a scalar voltage relative to the angle
between the input light and the sensor normal and are attractive due to their very low
cost, simplicity to manufacture, small size, and minimal power consumption. These
sensors are often used in concert with other sensors during deployment to accurately
point the spacecraft’s solar arrays at the Sun to achieve power positiveness or to per-
form coarse attitude determination [10, 11]. Solving for a spacecraft’s attitude using
only CSS is possible, but requires measurements from multiple sensors and addi-
tional information, such as a reference time or orbit determination solution, in order
to calculate a reference sun-direction vector. When such information is not available,
a relative sun-direction vector can be determined instead of a full attitude. In the
absence of noise, the sun direction can be determined geometrically at any particu-
lar time if the Sun is simultaneously in the field of view of at least three cosine-type
sensors; a more reliable estimate is found if continuous 4πsr coverage is achieved by
a minimum of four sensors [12].

Because CSS are relatively inexpensive, it is not uncommon for spacecraft to have
a multitude of sensors placed around the exterior to achieve the coverage required
for determining the sun direction geometrically. The placement of these sensors is
generally an iterative process based on experience and prior designs, but can be opti-
mized through various methods [12, 13]. The addition of so many sensors to the
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spacecraft is not without its own set of challenges. The fields of view of the CSS
can become blocked by other instrumentation, the CSS can interfere with scientific
payloads, cabling must be routed for all sensors, and extra sensors require additional
testing time and complexity.

An alternative to using a large number of sensors is to use a sun-direction estima-
tion technique that functions well even with a partially underdetermined1 set of CSS.
If the goal of the spacecraft is to point at the Sun to generate power, such an esti-
mation scheme can be used with a control law and the number of sensors needed in
regions far from the desired sun direction in the body frame can be reduced.

This paper reviews several sun-direction estimation techniques that rely only on
CSS and angular velocity measurements and function using a partially underdeter-
mined CSS configuration. While CSS are flown regularly, there are very few papers
detailing the algorithms used to determine the body-relative sun direction. One rea-
son for this is that commonly sufficient CSS are installed such that the sun direction
can be uniquely determined at each control time step [12]. Or, more costly 2D sun
sensors are employed which can uniquely determine the sun direction with a sin-
gle measurement. This decouples the sun-direction estimation from the sun-pointing
control effort. In contrast, this paper investigates coarse sun-pointing performance
when the cosine CSS based sun-direction estimation and sun-pointing control are per-
formed simultaneously. If the spacecraft sun-relative orientation error is large, even
a coarse sun-direction estimate will begin rotating the spacecraft closer towards the
desired attitude.

Monte Carlo simulations are employed to study the error in the final attitude rela-
tive to a power-positive orientation. The CSS configuration is chosen such that in an
acceptable power-positive orientation there are at least three or more CSS seeing the
Sun. The various techniques are developed for simultaneous control effort, but their
performance without control is provided for comparison. The methods examined
include a simple vector average approach, a least squares minimum norm solution,
and several Extended Kalman Filter (EKF) approaches. In the later approaches it is
of interest how sequential partial sun-direction measurements can be blended with
a control simultaneously attempting to orient the spacecraft to a power-positive sun
orientation, while the earlier approaches determine the sun-direction estimate purely
based on current measurements.

First, a description of the sensors and the spacecraft configuration used are pre-
sented. The estimation techniques are outlined and numerical simulation results
demonstrating the performance of each approach are presented. This research is
focused on nominal performance where a rate gyro is available, but additional results,
run without rate gyro measurements, are presented as they illustrate robustness
considerations.

1The sun direction can generally be uniquely determined, in the absence of noise, at a given time if three
or more cosine-type CSS measurements are available. For this research, an underdetermined sensor set is
one for which there are spacecraft attitudes where the sun-direction cannot be uniquely determined due to
an insufficient number of sensors seeing the Sun.
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Cosine Sun Sensor Measurement Model

The low-cost cosine-type CSS used in this study are composed of individual photo-
diodes with glass covers for filtering out undesired wavelengths and optional baffles
for restricting the field of view. Assuming Lambert’s cosine law, the solar flux F that
impacts a CSS due to the direct solar flux of the Sun F� in the vicinity of the Earth
is given by [14]

F = F�
(

nT s

‖s‖
)

(1)

where n is the surface normal of the CSS and s is the unit direction vector from the
spacecraft to the Sun. The solar irradiance due to the Sun does change with time, but
the change is small [15] so F� is assumed constant.

Testing of several CSS in a heliostat shows that the scalar output of a CSS due to
direct irradiance is generally well approximated by

V = C

(
nT s

‖s‖ + νV

)
(2)

where the scale factor

C = F�
Fcal

(3)

is determined during ground testing using a calibration flux Fcal. This scalar value is
then converted to a voltage measurement using the maximum voltage output of the
CSS. The value of Fcal may be anywhere between 0 % and approximately 70 % of
F� due to location, time of day, cloud cover, and atmospheric conditions, and must
be calculated using complex models or a pyrheliometer. A sun-direction estimation
algorithm that is insensitive to this calibration parameter will enable significantly
simpler, and thus cheaper, CSS calibration and testing procedures.

Solar radiation that impacts the Earth is partially absorbed, partially specularly
reflected, and partially diffusely reflected. The diffuse reflectivity of the Earth is
known as Earth’s albedo. Cosine-type CSS are sensitive to any light and on-orbit the
most significant light source other than direct sunlight is light diffusely reflected by
the Earth. Solar radiation that is absorbed by the Earth and later radiated at infrared
wavelengths is easily filtered through mechanical means while the energy due to
specular reflectance is generally small and ignored [16].

Consider the situation shown in Fig. 1, where a spacecraft is located at point Bwith
a CSS whose surface normal is given by n; dA is a differential area on the surface of
the Earth; nA is the surface normal of dA; s⊕ is the direction vector from the Earth
to the Sun; and rAB is a vector from dA to the spacecraft. The region A is the surface
of the Earth that is both illuminated by the Sun and within the field of view of a CSS
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Fig. 1 Illustration of Earth albedo geometry with respect to a satellite in orbit

on the spacecraft. The irradiance received by the CSS due to the diffuse reflectance
of the Earth can be calculated as [16, 17]

Fα = F�
π

∫
A

α

‖rAB‖2
(

nT
As⊕

‖nA‖ ‖s⊕‖

)(
nT

ArAB

‖nA‖‖rAB‖

)(
nT rAB

‖n‖‖rAB‖
)
dA (4)

where α is the albedo, or reflectivity coefficient, of the Earth that varies with dA. It
has been shown that the irradiance due to be albedo can be anywhere between 0 %
and approximately 50 % of the incident direct solar irradiance with the maximum
albedo not at the poles, but over Greenland during local summer at noon [17].

For this work, the value of the Earth’s albedo is taken from NASA Total Ozone
Mapping Spectrometer mission data. The data used in this study were acquired as
part of the NASA’s Earth-Sun Division and archived and distributed by the God-
dard Earth Sciences (GES) Data and Information Services Center (DISC) Distributed
Active Archive Center (DAAC). The value of the Earth’s albedo varies significantly
with position, and due to seasonal, ground cover, and cloud cover changes so daily
measurements from 2000 to 2005, corresponding to a 5◦ ×5◦ latitude longitude grid,
are used to calculate mean and standard deviation values. These values are used to
generate statistically accurate values for the Earth’s albedo coefficient used in the
numerical simulations.

Taking into account errors in the misalignment of the CSS, the direction vector for
a CSS can be spherically expressed as

n = [cos(φ + φβ

)
cos
(
θ + θβ

)
cos
(
φ + φβ

)
sin
(
θ + θβ

)
sin
(
φ + φβ

)]T (5)

where θ is measured positive from the body +x-axis around the +z-axis, φ is mea-
sured positive toward the body +z-axis from the x − y plane, and θβ and φβ are
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random constants, with E
[
θβ

]
= 0, E

[
θ2β

]
= σ 2

βθ
, E
[
φβ

]
= 0, E

[
φ2

β

]
= σ 2

βφ
,

E
[
φβθβ

]
= 0, representing misalignment biases.

Adding the CSS misalignment and effects of Earth albedo into Eq. 2, and
accounting for the limiting effects of field of view, results in

V = C · Cκ (Vd + Vα + νV )

Vd =
⎧⎨
⎩

nT s
‖s‖ if

(
nT s

‖s‖ ≥ cosψ
)

∧ (B �∈ S)

0 if
(
nT s

‖s‖ < cosψ
)

∨ (B ∈ S)

Vα =

⎧⎪⎨
⎪⎩

− 1
π

∫∫
A

α

‖rAB‖2
nT

As⊕
‖nA‖‖s⊕‖

nT
ArAB

‖nA‖‖rAB‖
nT rAB

‖n‖‖rAB‖dA if B �∈ S

0 if B ∈ S
(6)

where ψ is the half angle of the sensor’s field of view, and Cκ is a constant ran-
dom scale factor included to account for error in the knowledge of the calibration
coefficient with E

[
Cκ

] = 1 and E
[
C2

κ

] = σ 2
Cκ
. Other hardware limitations, such as

obstructions due to solar panels or instrumentation, may also need to be taken into
account. For this work it is assumed that the calibration coefficient of all CSS can
be defined by the combination of a common, C, and individual, Cκ , component. The
common calibration factor is the result of a difference between the flux used to cali-
brate all the sensors and that experienced on orbit, due to such effects as atmospheric
attenuation during calibrations and temporal variations in the solar cycle, whereas
the individual factor is due to physical differences between individual sensors. Over
time, radiation and other factors may cause the parameters C and Cκ to change, but
they are assumed constant over the time scales of interest.

Coarse Sun Sensor Configuration

The spacecraft used for this study is assumed to be equipped with only eight cosine-
type CSS in a dual pyramid configuration. Sensors with 120◦ edge-to-edge fields of
view are arranged on the +z and −z faces of the spacecraft oriented 90◦ apart and
angled 45◦ from the body z axis. An illustration of this configuration is shown in
Fig. 2a. Multiple sensor coverage is provided along, +z, and opposite, −z, the solar
array normal direction with minimal coverage along the equator of the spacecraft.
This configuration leaves the sides of the spacecraft clear for scientific instrumenta-
tion and seeks to minimize both the CSS obstruction due to the solar arrays and the
amount of internal cabling necessary for the sensors.

Figure 2b shows the number of CSS to which the Sun is visible for any relation
of the Sun with respect to the spacecraft. Note that the fields of view of the CSS
are clipped at the local-horizontal plane by the spacecraft structure and solar panel
arrays. A Lambert cylindrical area preserving projection [18] is used so as to give a
fair relative area comparison of the over, uniquely, and underdetermined regions of
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Fig. 2 Illustration of spacecraft, with CSS unit vectors, for an offset dual pyramid configuration and the
associated coverage map

coverage. Note that here the ideal sun-pointing direction for a power-positive orien-
tation has an elevation angle of 90◦. It is not necessary to have the spacecraft point
directly to the sun; being off by 20◦ to 30◦ is often acceptable for sufficient power
generation.

Sun Direction Estimators

It is important to note that accounting for the effects of Earth albedo in the mea-
surement model of the CSS requires both orbital position information and a inertial
reference sun-direction vector. For this work, it is assumed such information is not
available; an example of such a situation being immediately after launch vehicle sep-
aration before ground communication has been established or an orbit determination
solution has been calculated. Thus, for the estimators that follow the input due to
Earth’s albedo must be treated as a systematic bias Vαβ

and Eq. 6 is changed to

V = C · Cκ

(
Vd + Vαβ + νV

)

Vd =
⎧⎨
⎩

nT s
‖s‖ if

(
nT s

‖s‖ ≥ cosψ
)

∧ (B �∈ S)

0 if
(
nT s

‖s‖ < cosψ
)

∨ (B ∈ S)
. (7)

Despite this significant assumption, the estimation algorithms developed here are
shown to perform coarse sun-direction estimation adequate for satellite health mon-
itoring and safe-mode maneuvering to power-positive orientations. In addition the
quantity

d ≡ Cs (8)
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is defined as a scaled sun-direction vector where, as noted earlier, it is assumed that
all CSS share a common gross calibration factor C and some individual variation Cκ

from this value.

Weighted Average (WAVG) Method

A simple deterministic estimate for the sun-direction vector is formed by taking a
vector average of all the CSS capable of seeing the Sun at a single time using

ŝ =

N∑
i=1

Ĉκi
Vi n̂i [Vi > 0]

∥∥∥∥
N∑

i=1
Ĉκi

Vi n̂i [Vi > 0]

∥∥∥∥
(9)

where Iverson bracket notation [19] is used, N is the total number of CSS, Ĉκi
is

the best estimate of the individual calibration scale factor of the ith CSS, and the
direction vectors of the CSS seeing the Sun are “weighted” by their measured values.
Nominally the bias parameters are set to Ĉκi

= 1.0, θ̂β = 0.0, and φ̂β = 0.0,
but they should be adjusted if better estimates become available. Since the weighted
average method is a deterministic approach, the noise-free error of this method is
easily calculated for any orientation of the Sun relative to the spacecraft; the resulting
error map is shown in Fig. 3.

Figure 3 shows a large band near the equator of the spacecraft in which the error is
greater than 30◦. If the Sun is within this region, about 90◦ from the desired orienta-
tion, a large estimation error will result. But when coupled with a control algorithm,
even an approximate sun-direction estimate provides enough knowledge to apply the
appropriate control effort. The desired attitude of the spacecraft requires the sun-
direction vector be aligned with the +z axis; shown in Fig. 3, the WAVG method
maintains an error of less than 10◦ when aligned to within 19◦ of the reference axis.
Thus, the estimate becomes more precise near the goal orientation.

Fig. 3 Weighted average method error map for any relation of the Sun with respect to the spacecraft
assuming no noise
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This weighted average method is attractive as it is computationally simple, pro-
vides an estimate when only one sensor is seeing the Sun, and is ideally capable of
estimating the sun-direction vector to within a few degrees using the configuration
described previously. Additionally, if the individual CSS calibration factor deviations
are assumed small, the gross calibration factor falls out of the formulation, and the
WAVG method becomes insensitive to large scale calibration errors common to all
sensors.

Least Squares Minimum Norm (LSMN) Method

A more mathematically robust method is the Least Squares Minimum Norm method
which combines two methods, least squares and minimum norm, based on the num-
ber of CSS measurements available. When the number of measurements available is
equal to or greater than three the least squares method is used, and when the system
is underdetermined the minimum norm criteria is used.

Starting with Eq. 7, and assuming the input due to albedo2 Vαβ
are small, the

measurements for the CSS can be written in matrix form as⎡
⎢⎣

V1
...

VN

⎤
⎥⎦ = C

⎛
⎜⎝
⎡
⎢⎣

Ĉκ1 n̂
T
1

...

ĈκN
n̂

T
N

⎤
⎥⎦ s +

⎡
⎢⎣

Ĉκ1νV1
...

ĈκN
νVN

⎤
⎥⎦
⎞
⎟⎠ . (10)

If the calibration constant C is known, it can be substituted in and these equations
solved in a least squares manner for the unit sun-direction vector s. However, if C is
not known, the equation can be rewritten in terms of d instead⎡

⎢⎣
V1
...

VN

⎤
⎥⎦ =

⎡
⎢⎣

Ĉκ1 n̂
T
1

...

ĈκN
n̂

T
N

⎤
⎥⎦ d +

⎡
⎢⎣

ν1
...

νN

⎤
⎥⎦ , (11)

giving an implementation that does not require apriori knowledge of the calibration
parameter C, again reducing ground calibration requirements. The sun-pointing con-
trol, presented later, operates on d as well. If an estimate of C is desired, then it is
simply found through Ĉ = ˆ‖d‖. The measurement equation now is in the traditional
least squares form

ỹ = Hx + ν (12)

where ỹ is a vector of measured CSS values, H is a mapping matrix, x = d is
the state vector, and ν is a vector of measurement errors. If there are at least three
measurements, the best estimate of the state is given by the least squares solution [20]

x̂ =
(
HT H

)−1
HT ỹ. (13)

2Assuming the bias due to albedo is small is a significant assumption, however, this leads to a linear form
and numerical Monte Carlo results show that the resulting coarse pointing performance, when coupled
with a control algorithm, is sufficiently good for coarse sun pointing.
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If, however, there are only one or two observations the system is underdetermined
and the minimum norm criterion [20]

x̂ = HT
(
HHT

)−1
ỹ (14)

is used to determine a unique solution.
The error of the LSMNmethod is calculated for any orientation of the Sun relative

to the spacecraft, in the absence of noise, and is shown in Fig. 4. Comparing Figs. 3
and 4, it can be seen that the LSMN estimate has an error that is equal to or less than
the weighted average method for all orientations, and particularly less error, up to
18◦ less, in regions of only two or three sensor coverage. The large error regions are
again near 90◦ from the desired orientation.

This method is also insensitive to large scale calibration errors, which can reduce
costly pre-flight calibration requirements. As long as all CSS are calibrated to return
the same value for a given amount of irradiance, and the common calibration factor
is set so that the output doesn’t saturate, there is no need to know the exact value
when pointing straight at the Sun while in orbit. It is important to remember that
several key assumptions have been made, most notably negligible calibration errors
and biases, that are not always true in flight. However, numerical simulation results,
shown later, demonstrate that this method is capable of achieving coarse sun pointing
despite these biases.

Weighted Least Squares Minimum Norm (WLSMN) Method

The Least Squares Minimum Norm method is found through numerical simulation
to be significantly affected by the systematic biases in the system; in particular it
exhibits poor performance when the ratio between the value due to direct sunlight
and the value due to Earth’s albedo is large. The errors introduced by the inability

Fig. 4 Least Squares Minimum Norm method error map for any relation of the Sun with respect to the
spacecraft assuming no noise
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to properly model the affect of Earth albedo, due to a lack of information, can be
somewhat mitigated by using a weighted least squares solution [20]

x̂ =
(
HT WH

)−1
HT W ỹ (15)

where W is a diagonal weighting matrix usually chosen as the inverse of the noise
variance. Because this only applies when noise is present, it does not change the error
map shown in Fig. 4, and this modification retains the desirable property of being
robust to gross calibration errors common to all CSS.

As a result of the case statements in the measurement model, any measurements
coming from sensors not pointed at the Sun are assumed noise. In addition, because
the CSS are assumed to provide only positive measurements, these noisy measure-
ments will always be biased. Therefore, to reduce the impact of these highly uncertain
measurements on the estimate, the weights of the individual CSS are set to their mea-
sured value. Using this approach the stronger signals from sensors seeing the sun
are weighted more than the weaker unmodeled signals induced by Earth’s albedo.
This weighting scheme is used here as illustrative, and should be adjusted based on
the goals of a mission. For example, setting the weights to the square or cube of the
measured value improves steady state performance when coupled with simultaneous
control and a fully determined goal orientation, but degrades the performance when
uncontrolled.

Extended Kalman Filter (EKF) Method

A common attitude estimation problem involves propagating the state dynamics and
correcting that estimate using a direct measurement of the body’s attitude. Thus,
instead of solving the geometry of the CSS measurement values at any instant in time,
sensor measurements are used to correct a propagated estimate of the sun-direction
vector. While a single CSS measurement cannot fully determine the sun direction for
the partially under-determined CSS configuration used in this study, a series of mea-
surements coupled with the differential rotation information from the rate gyro, can
determine the proper sun direction. The following section describes the application of
a continuous-discrete extended Kalman filter formulated with non-additive noise to
the problem of estimating the scaled sun-direction unit vector in the spacecraft body
frame. The reader is referred to References [20], [21], and [22] for more information
on the EKF equations and their derivation.

When using a sequential filter to perform attitude estimation it is common to
estimate an absolute attitude, expressed as a quaternion or Modified Rodrigues
Parameter (MRP) set [23]. It has been shown that one can estimate such an attitude, in
addition to scale factor and alignment calibration factors, for CSS [24]. However, this
approach requires additional information, such as measurements from a star tracker
or orbit information, to generate a reference sun-direction vector. Here the estimation
of the sun-direction vector is performed using only measurements from CSS and a
rate gyro.
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The measurement model in Eq. 7 is used and the state vector is chosen to be the
scaled sun-direction vector, defined in Eq. 8, in the body frame

x(t) =
[
B

d(t)

]
(16)

While it may be more optimal to enforce the unit-norm constraint on the unit sun-
direction and estimate the common calibration coefficient separately, for a system
with only CSS and rate gyro measurements the common calibration coefficient is
unobservable. Combining the common scale factor and the unit sun-direction vector
into a single vector value results in a quantity that can be estimated, with the added
benefit that the estimator is insensitive to uncertainty in the common CSS scale factor.

It is assumed that angular velocity measurements are provided via a rate gyro and
that the rate gyro measurements follow Farrenkopf’s approximation [25]

Gω̃(t) = [GB]Bω(t) Gωb(t) + Gηω(t) (17a)
Gω̇b(t) = Gηωb

(t) (17b)

where Bω is the true body angular velocity in the body frame, Gω̃ is the measured
body angular velocity in the frame of the rate gyro, [GB] maps vectors written in the
body frame B into vectors written in the gyroscope frame G, Gωb is the measurement
bias, and Gηω and Gηωb

are zero-mean Gaussian white-noise processes with spectral
densities given by σ 2

ωI 3×3 and σ 2
ωb

I 3×3, respectively.
Using this rate gyro model, and assuming for time scales of interest the inertial sun

vector is constant3, the dynamics of the scaled sun-direction vector can be written as

Bd
dt

[ Bd(t)
] = Bd(t) × [BG]

(
Gω̃(t) − Gωb(t) − Gηω(t)

)
− Bηs(t) (18)

where ηs is a zero-mean Gaussian white-noise process with E
[
ηs (t) ηs (τ )T

] =
σ 2

s δ (t − τ) I 3×3. Given the state propagation and update equations

ẋ(t) = f (x(t) , u(t) , η(t) , t) , η(t) = [ BηT
s (t) GηT

ω(t)
]T

(19)

yk = hk(xk, νk, tk) , νk = [ νV,k

]
(20)

the key values for the implementation of this EKF include

F(t) ≡ ∂f

∂x

∣∣∣∣
x̂,u

=
[
−
[
[BG]Gω̃(t)

]
×

]
, G(t) ≡ ∂f

∂η

∣∣∣∣
x̂,u

=
[
−I 3×3 −

[
Bd̂(t)

]
× [BG]

]

(21a)

Hk ≡ ∂hk

∂xk

∣∣∣∣
x̂−

k

=
[
HT

1,k· · ·HT
N,k

]T
, Mk ≡ ∂hk

∂νk

∣∣∣∣
x̂−

k

=
∥∥∥d̂k

∥∥∥IN×N

3Analysis of ephemeris data shows the actual rate of change of the elements of the inertial sun-direction
vector for a spacecraft in a 400km low Earth polar orbit has a maximum absolute value on the order of
1x10−7.



J of Astronaut Sci (2014) 61:85–106 97

Hi,k =

⎧⎪⎪⎨
⎪⎪⎩

[
cosφi cos θi cosφi sin θi sinφi

]
if nT

i
d̂k∥∥∥d̂k

∥∥∥ ≥ cosψi

[
0 0 0

]
if nT

i
d̂k∥∥∥d̂k

∥∥∥ < cosψi

(21b)

where [·]× represents the skew-symmetric cross product matrix given by

a =
⎡
⎣ a1

a2
a3

⎤
⎦ , [a]× =

⎡
⎣ 0 −a3 a2

a3 0 − a1
−a2 a1 0

⎤
⎦ .

For this study, the EKF algorithm is not initialized until at least one sensor regis-
ters direct sunlight from the Sun, determined using a simple threshold, and the initial
state estimate is calculated using the WLSMN method when this occurs. No a pri-
ori knowledge about the common scale factor C is assumed. It should be noted that
while this measurement model approximates the physical response of the CSS, if the
current estimate of the sun direction is not within the field of view of the sensor the
corresponding row of the Kalman gain is equal to zero and the measurement does not
impact the current state estimate. This results in strong measurements due to direct
sunlight being ignored if the current estimate of the sun direction is in significant
error. Therefore, the measurement update is modified to include observations that are
above 50% of the expected maximum output. This improves the performance when
initially lost in space and does not impact steady state performance.

Because of the case statements in the CSS measurement equation, uncertainties
in misalignment within the expected 1σ limits can lead to errors exceeding the esti-
mated uncertainty. These inconsistent measurements can lead to filter divergence if
not taken into account. The maximum angle from the field of view boundary at which
inconsistent errors occur γ is modeled by adding the offset angle a 1σ misalignment
can impose

γm = arccos
(
nT n̂

)
= arccos

(
cos
(
σθβ

)
cos(φ) cos

(
φ + σφβ

)+ sin(φ) sin
(
φ + σφβ

))
(22)

to the angular uncertainty of the current scaled sun-direction estimate. The variance
of the angular offset of the sun-direction estimate from a reference unit-vector in the
body frame c is given to first order by

�
(
γ
d̂

) = Jγ PJT
γ

Jγ =

⎡
⎢⎢⎣ 1√

1−
(

cT d̂‖d̂‖
)2
(

d̂
T∥∥∥d̂∥∥∥

(
cT d̂∥∥∥d̂∥∥∥

)
− cT

)⎤⎥⎥⎦ (23)

where P is the state covariance matrix. The maximum measurement error is
calculated using

max
(
yk − ŷk

) = σCσCκ

{
cos(ψ − min(ψ, γ )) + σVα + σνV

}
(24)

In practice, the implementation of increased innovation variance is done through
logic statements and a bound larger than 1σ , such as 3σ , must be used to ensure
measurement inconsistencies do not drive the filter to divergence.
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The rate gyro bias does not represent random Gaussian noise term and is not being
estimated. For the configuration considered, both controlled and uncontrolled, the
posterior Cramér-Rao lower bound [26–28] calculated using the true trajectory shows
using only CSS measurements provides no improvement in the knowledge of the rate
gyro bias beyond the initial a priori bound. Similarly, the calibration coefficients βCi

,
βθi

, and βφi
, also represent systematic biases. One common method, and the method

used here, of dealing with such biases is suitably inflating the state and measurement
process noise through numerical Monte Carlo simulation to ensure the covariance of
the system encompasses the expected statistical error due to this bias. It is acknowl-
edged that this method is not optimal, due to the significant nature of the biases, but it
does provide a bounded estimate for this system when no other information is avail-
able. Alternatively, the statistics of the biases can be used in a consider Kalman filter,
that estimates the contribution to the state uncertainty from the bias, but not the bias
directly [20, 29, 30].

Numerical Simulation

A spacecraft is modeled in a 400 km altitude circular orbit with an inclination of
90◦ starting on 2015 June 1, 00:00 UTC. The accelerations due to the J2 through J6
Earth zonal gravitational perturbations, atmospheric drag, and solar radiation pres-
sure (SRP) are modeled. The spacecraft is assumed to have a mass of 100 kg, a drag
area of approximately 0.38 m2, a ballistic coefficient of 2.1, and a cross sectional
area of 1.3 m2 subject to SRP. This orbit has a period of approximately 92.5min and
the spacecraft spends approximately 56.6min in view of the Sun per orbit. The rel-
ative positions of the Earth and Sun are simulated using ephemeris from the NASA
Navigation and Ancillary Information Facility (NAIF) SPICE toolkit [31].

The spacecraft’s initial true anomaly and attitude are uniformly distributed
amongst all possible values and its initial angular velocity is uniformly distributed
about all three axes with a maximum value of 2.0◦ /s about each axis. Rate gyroscope
measurements are simulated at 10Hz and the rate white noise standard deviation is
assumed to be 1 x 10−4◦/

√
s with a drift stability standard deviation of 1 x 10−6◦/s

over 1000 s. The spacecraft inertia is assumed [I ] = diag
[
10.5 8.0 7.5

]
kgm2, and

the spacecraft is assumed equipped with four reaction wheels for control purposes.
In the spacecraft body frame the spin, or alignment, axes gs for these reaction wheels
are given by

Gs = [ gs1
. . . gs4

] =
⎡
⎣ 0 0 cos(45◦) − cos(45◦)
cos(45◦) sin(45◦) − sin(45◦) − sin(45◦)
sin(45◦) − cos(45◦) 0 0

⎤
⎦

Each reaction wheel is assumed to have a spin-axis inertia of Js = 0.001 kgm2 and a
maximum torque of 30mNm.

The alignment azimuth and elevation of each CSS is perturbed by a normally dis-
tributed angle with a standard deviation of 1◦. All CSS are assumed to be affected by
a common uniformly distributed calibration error between 0 % to 50 %, and normally



J of Astronaut Sci (2014) 61:85–106 99

distributed individual calibration errors with standard deviation of 2.0 %. CSS mea-
surements are processed at 2Hz and white Gaussian noise is added to each sensor
with a standard deviation of 0.05.

Sun-Direction Estimation Without Attitude Control

An initially uncontrolled tumbling spacecraft is simulated to investigate the baseline
performance of the various sun-direction estimation methods described if they are
not assisted with a simultaneously active attitude control. The resulting statistics for
a 1000 case, 100min, Monte Carlo analysis are shown in Fig. 5. The statistics are
calculated for the time the spacecraft has at least one valid CSS measurement; the
time spent in the shadow of the Earth has been removed. The results are color coded
by estimation method with the mean of the Monte Carlo results shown as a solid line
and the 3σ , or 99th percentile, values shown as dashed lines. The average number
of CSS receiving direct sunlight throughout the simulation is shown in Fig 5e as
reference; because the control is not active the value is the same for all four estimators
and remains below two for all time.

While the estimators output a solution for the scaled sun-direction vector, what is
of interest is the total angular error of the estimate, calculated as the angle between
the estimated sun-direction and the true sun-direction, shown in Fig. 5d. As can be
seen, the single-point estimation algorithms, WAVG, LSMN, and WLSMN, all show
significant error in the resulting scaled sun-direction vector estimation; the 99th per-
centile bounds for the estimated angular errors for all three methods are above 45◦,
and the mean error is approximately 20◦. This is expected due to the underdetermined
nature of the CSS configuration; the average number of CSS receiving direct sunlight
is approximately 1.8 for all cases. This is also evident in the non-zero mean of the
sun-direction angular error. The EKF method performs the best, reducing the 99th
percentile attitude estimation error to 1.75◦ within a few minutes, and maintaining
that level of accuracy throughout the trajectory.

Closed-Loop Sun-Direction Estimation with Rate Gyro Measurements

A nonlinear three-axis attitude control is used in the numerical simulation to reorient
the spacecraft using redundant reaction wheels [32]. This control law is designed for
detumbling and its goal is to orient the spacecraft body frame B with a reference
frameR where the attitude error between the body and reference frames is described
using the Modified Rodrigues Parameter (MRP) set σBR. The control law is given by

Gsus = − [I ]
(
ω̇r − [ω]× ωr

)+ KσBR + P�ω + PKIz

− ([ωr ]× − [KIz]×
) (

[I ]ω + Gs

{
J s ◦

(
� + GT

s ω
)})

+ L (25)

where �ω = ω − ωr , ωr is a time-varying reference angular velocity, K is a scalar
gain, P is a positive definite gain matrix, KI is a gain matrix, z is the integral term,
J s is a vector of wheel spin-axis inertias, ◦ is the Hadamard, or Schur, product [33],
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Fig. 5 Calculated statistics for 1000 case Monte Carlo run without control using a dual pyramid CSS
configuration

� is a vector of wheel speeds, and L are the known external torques acting on the
vehicle. The control is proven to be asymptotically stabilizing and guarantees if σ

converges to zero, so will �ω. For further discussion of this control law, and its
development, the reader is referred to Reference [32]. For this analysis the control
gains K = 0.041Nm, P = 0.5I3×3Nm s, and KI = 0.001I3×3/N/s2 are used,
ωr = ω̇r = [ 0 0 0

]T , and a control deadband of 1◦ is used.
The estimation algorithms compute a value for the sun-direction vector in the body

frame, not an attitude error. The error MRP σBR is formed by finding the principal
rotation vector necessary to rotate the sun-direction vector to align with the solar



J of Astronaut Sci (2014) 61:85–106 101

Fig. 6 Calculated statistics for 1000 case Monte Carlo run with control using a dual pyramid CSS
configuration

panel unit normal vector c expressed in the body frame. This vector is then used in
the definition of the MRP vector

σ = ê tan

(
�

4

)
(26)

to create an error MRP given by

σBR = d̂ × c∥∥∥d̂ × c

∥∥∥ tan
(
1

4
cos−1

(
cT d̂

‖c‖ ˆ‖d‖

))
. (27)

Because of the normalization included in the error MRP this control approach
is able to operate on the current scaled sun-direction estimate d̂, not the unit
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sun-direction vector s. Equation 27 can result in a singularity when the denom-
inator approaches zero, or the solar array normal approaches alignment with the
sun-direction vector. However, at the same time the trigonometric function in the
numerator will also approach zero. This issue is avoided by simply setting the con-
trol to zero when the dot product inside the inverse cosine function falls below a
threshold.

Figure 6 shows the statistics for a 1000 case Monte Carlo analysis with the nonlin-
ear control turned on; these results emphasize the positive impact of simultaneously
estimating and controlling in this partially underdetermined CSS configuration. As
noted earlier, the control attempts to orient the spacecraft’s solar arrays to be pointed
at the Sun while simultaneously estimating the sun direction. Due to the configura-
tion of CSS used, this increases the information content available to the estimator,
which is reflected in the increase in CSS seeing the Sun, and the significant decrease
in estimation error as compared to the uncontrolled cases. Figure 6f shows the sorted
total time above 15◦ for all the Monte Carlo runs on a log scale where the 15◦ thresh-
old is an arbitrary limit used for comparison purposes. The discretized nature of the
lines in Fig. 6f are a result of the frequency of data output from the simulation. The
slight differences between the methods in the average number of CSS receiving direct
sunlight is due to the simultaneous control and estimation; the estimators exhibit dif-
ferent initial transient behavior, but all arrive at a steady state solution with an average
of four sensors receiving direct sunlight.

All of the estimators are found to spend less than 17min, of the approximately
56.5min in view of the Sun for a single orbit, with angular accuracy greater than
15◦. The EKF method spends the least amount of time above the threshold, 2min,
and achieves much higher estimate accuracy than the single-point estimators. Inter-
estingly, of the single-point estimators the WAVG shows the least angular error and
least total time, 14min, above the threshold.

All of the single point estimators exhibit increased 3σ bounds for dx and dy and
an increase in the mean angular error bias between 40min and 50min. This time
corresponds to the region of the orbit where the spacecraft’s sensors are most affected
by Earth’s albedo. Despite this, all three methods are able to maintain less than 15◦
angular error for 87 % of the time spent in view of the Sun.

Several biases are assumed small in the formulation of the estimation methods
and the impact of that assumption can be seen in Fig. 6c, particularly for the WAVG
and LSMN methods. The results show a significant bias in the estimate of dz, the
axis desired to be pointing directly at the Sun, due to the biases present in the sys-
tem dynamics and measurement models. Despite the significant biases and noise, all
methods are shown capable of achieving a power positive orientation using only CSS,
a rate gyro, and reaction wheels. The EKF method is able to achieve approximately
4◦ accuracy at the 99th percentile.

Closed Loop Sun-Direction Estimation without Rate Gyro Measurements

The control used to reorient the spacecraft to a power positive state requires a mea-
sure of the spacecraft’s angular velocity ω in order to arrest any rotational rates. In
addition, the EKF method requires the spacecraft’s angular velocity for state propa-
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gation. It is assumed the angular velocity of the spacecraft is nominally provided by
a rate gyro, however, it may be necessary to turn off the rate gyro in a power critical
situation or in a worst case scenario the rate gyro might fail. For this situation, the
estimation approaches outlined previously are modified to use a simple estimate of
the vehicle’s angular velocity vector, a scaling of the cross product of the current and
previous estimates of the sun-direction vector, given by

ω̄k = d̂k × d̂k−1∥∥∥d̂k × d̂k−1

∥∥∥ cos
−1

⎛
⎝ d̂

T

k d̂k−1∥∥∥d̂k

∥∥∥
∥∥∥d̂k−1

∥∥∥

⎞
⎠ 1

tk − tk−1
(28)

where d̂k is the best estimate of the scaled sun-direction unit vector at time tk . This
value is used in place of rate gyro measurements in the control to arrest vehicle rates.

Fig. 7 Calculated statistics for 1000 case Monte Carlo run with control, but no rate gyro measurements
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To counteract the additional error introduced by numerical differencing, the esti-
mate is conservatively bounded about each axis and run through a first order 10Hz
low-pass filter. Since the numerical simulation results shown later assume maximum
initial angular rates of 2.0◦/s about each axis, the rates are conservatively constrained
to 10◦/s about each axis before applying the low pass filter.

Results show that even though this simple backward-difference method does not
provide new information, it does provide an adequate estimate for achieving a power
positive orientation. More complicated methods for estimating the angular rate of a
satellite exist; for example Azor, Bar-Itzhack, and Harman propose using an extended
interlaced Kalman filter composed of three separate Kalman filters [34] and Mor-
tari and Akela propose two filtering techniques that use quaternions to estimate the
angular velocity [35]. Because the methods examined are shown to perform quite
well using the simple method proposed here, the investigation of more complicated
methods is left to future work.

Statistics are shown in Fig. 7 for a 1000 case Monte Carlo analysis where the
control is operating, but no rate gyro measurements are available. It is important to
remember this represents a worst case safe-mode scenario in which only CSS and
reaction wheels are available, and is presented here as a preliminary look into the
robustness of the estimation algorithms examined. Nominally, with rate gyro mea-
surements, the sequential estimators propagate the spacecraft’s orientation while in
the shadow of the Earth. However, because the rate estimate is entirely dependent on
having a sun-direction estimate, the sequential estimator propagation and all control
effort are suspended when the spacecraft is in the shadow of the Earth if no rate gyro
measurements are available.

As a result of the numerical differentiation, the single-point estimators perform
approximately the same, albeit with much greater variability in the estimate, as when
using an intermediate level gyro, as long as the low pass filtering mentioned is imple-
mented. This is expected as the rate gyro measurement is only used by the control
algorithm to damp out the spacecraft angular velocity. It is interesting that the EKF
stills perform quite well despite the significant noise of the rate measurements. All
EKF cases spend less than approximately 5min of the 56min in view of the Sun per
orbit with estimation error greater than 15◦.

Conclusions

Several methods for estimating and controlling a spacecraft’s orientation relative to
the Sun using only coarse sun sensor and rate gyro measurements are reviewed and
compared. Of interest is how to achieve a power positive orientation when little infor-
mation is available, such as immediately post launch vehicle separation or in a power
critical safe-mode situation. All methods perform simultaneous sun-direction esti-
mation and attitude control to achieve a power-positive orientation. The first method
uses a simple vector average calculation, the second and third involve variations on a
combination of least squares and minimum norm criteria, and the final incorporates
an extended Kalman filter.
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Nominally, with rate gyro measurements available, the EKF method provides
the most accurate estimate despite significant dynamic and measurement biases,
reducing the 3σ pointing error of the sun-direction estimate below 4◦. The single
point estimators investigated benefit significantly from the application of simulta-
neous control effort decreasing their error by half. It is shown that all approaches
are capable of estimating a scaled sun-direction vector without rate gyro measure-
ments, using only a simple backward difference method to estimate angular rates,
thus providing promising performance for safe-mode operation in a situation with
little observability.
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