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Samantha C. Krening 

Visual Spacecraft Relative Motion Control using Higher Order Geometric Moments 

Thesis directed by Dr. Hanspeter Schaub 

This thesis studies passive visual relative control for satellites.  The three main problems studied 

are how to keep the camera pointing at the center of the target, how to move the satellite so the 

camera can look at the target from a perpendicular orientation or maintain a fixed orientation, and 

how to maintain a nominal distance from the target.   

Visual target tracking within the image uses a statistical pressure snake algorithm, which tracks 

the outer contour of a target and allows geometric moments to be calculated.  The attitude control 

is based off of tracking the center of the visual target, which is the first moment.  The attitude 

control can treat the inertial target angular velocities as disturbances in the control for slow, 

smooth reference motions and still be stable.  The skewness coefficient g3, which is a non-

dimensional form of the third moment, can be used as a measure of perpendicularity when certain 

information is known about the target.  A 640x480 pixel resolution camera is used to obtain better 

skewness and perpendicularity information than the human eye.  A distance control does not need 

to assume the absolute distance, but can maintain a nominal distance by using the image inertia, 

or second moment information.     
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Chapter 1 Introduction  

 

1.1  Motivation  

The motivation for this thesis is to improve relative control techniques, specifically passive visual relative 

control of free-flying spacecraft.  Visual control means camera data will be used to track a target.  Passive 

visual control means inertial information from the target will not be transmitted to the spacecraft that is 

tracking the target with a camera.   

A two-year-old toddler is fairly proficient at passive visual relative control.  A two-year-old can easily 

watch a person walk around a room with her eyes or watch a cookie in her parentôs hand get closer and 

control her hand to rendezvous with the cookie.  If a toddler can perform more complex tasks with her 

eyes, and her eyes are basically providing streaming camera data to her brain, then we can perform a few 

simpler tasks with similar data.  The data are there.  We just have to learn how to make sense of it like our 

brains so easily do.  We know that the task is possibleðanother working system, the human brain, takes 

the same type of input data and has a working control, so it is possible to create another system that takes 

similar input data and completes the same tasks.   

Consider a robotic assistant satellite outside of the International Space Station (ISS) with an objective of 

observing a specific panel.  For the robotic assistant satellite to complete its objective, it must have an 

algorithm to identify and track the panel or an object on the panel.  Therefore, a visual tracking algorithm 

must be developed.  This visual tracking algorithm must be able to differentiate between the object of 

interest in the image and the background scenery.   



 

Figure 1:  Basic Objective of Visual Tracking Algorithm 

The next step in the robotic assistant satellite achieving its objective is to have an algorithm to continue 

pointing at the panel of the ISS.  One method of completing this task is to have a target or object on the 

ISS panel for the robotic assistant satellite to point the camera at.  If the objective is to observe a specific 

panel and the panel is not in the field of view of the camera, the mission is a failure.   

 

Figure 2:  Example of Maintaining Pointing with Visual Data 



Another part in achieving the mission objective is to have an algorithm that can recognize if the robotic 

assistant satellite is viewing the panel from a skewed or angled orientation.  This will cause visual 

distortions in the recorded images.   

 

Figure 3:  Top View of Skewed Orientation 

A final aspect of achieving the mission objective is an algorithm to recognize and maintain the nominal 

distance between the robotic assistant satellite and the ISS.  If the robotic assistant satellite were to collide 

with the ISS, the result would be space debris in the ISS orbit and possible damage to the ISS.  If the 

robotic assistant satellite were to drift too far away from the ISS, it would lose visual tracking and 

possibly not be able to be re-docked with the ISS.   

 

Figure 4:  Collision after Failure to Maintain Nominal Distance 



 

Figure 5:  Losing Sight of the Target after Failure to Maintain Nominal Distance 

1.1.1  Passive vs. Active 

Consider a robotic assistant satellite outside of the International Space Station with an objective of 

observing a specific panel as in the previous section.  

With an active control, the ISS would be required to constantly send position, velocity, attitude, and 

angular velocity data to the robotic assistant satellite, and mission operations personnel on earth would be 

involved.  Extra equipment besides the camera must be built into the robotic assistant satellite, making it 

much more expensive.   

With a passive control, no ISS information is transferred to the robotic assistant satelliteôs control.  The 

robotic assistant satellite could be released from the ISS, use its onboard equipment (camera) to track the 

panel using visual data, store the data, and return to the ISS.  No equipment is needed besides the camera, 

and no mission operations personnel are required to send data to the satellite.   



Why are passive relative control techniques important?  There are numerous reasons.  It is very 

expensive, complicated, and limiting to be in constant, real-time communication with a target satellite in 

order to track it.  A target satellite would have to incorporate being tracked into its mission by being 

launched with additional equipment, which is very expensive, and would have to budget the mission 

operations personnel into the lifetime of its mission to send commands and monitor the target satellite 

while it is being tracked, which is also expensive.  Mission operations personnel would require real-time 

information of both the target and body satellitesô positions and velocities to perform attitude maneuvers 

to line up the targetôs antenna with the line-of-sight between the target and body, verify none of the 

satellites are in safe mode, confirm that no solar flares or atmospheric events have wreaked havoc with 

the data, and then let the control on the body satellite perform its maneuver.  Not only can a lot more go 

wrong, but this severely limits the tracking algorithm.  Only objects that can ñtalk backò to the body 

satellite can be tracked.  An asteroid, a piece of space debris, or a satellite not specifically launched with 

specialized equipment could not be tracked.   

Passive relative control is another way of saying the target is non-participatory, meaning any object 

should be able to be tracked.    

1.1.2  Inertial vs. Relative 

Consider an example of pointing a satellite to track an asteroid.  In the inertial control figure below, the 

ground station first calculates a reference inertial pointing direction from the ground station based on 

ascension and declination angles.  This is generally calculated as a unit direction vector when working 

with astronomical objects.  The ground station then has to calculate the inertial position of the satellite 

with respect to the ground station.  This is a statistical orbit determination problem.  At each time step, the 

direction of the ground station to target and ground station to satellite position vectors can be subtracted 

and normalized to obtain the relative unit direction vector between the satellite and target.  If the camera 

data is being used for navigation, the satellite does not process the images itself and calculate a control.  

Instead, the satellite sends the images through space and the atmosphere to the ground station in order for 



the ground station to process the images, incorporate optical data into the statistical orbit determination 

solution, calculate a control, and then send the control up to the satellite.   

 

Figure 6:  Inertial Control 11, 18, 19 

In the relative control figure below, the unit direction vector from the ground to the target is known at the 

initial time because a visual target is not chosen without first knowing where that target is.  (A visual 

target is usually not chosen if it has not already been seen.)  The satelliteôs position must be known at the 

initial time.  These direction vectors can be subtracted at the initial time to give the camera a pointing 

direction to get the target in its field of view.  Once the cameraôs control starts to track the target, no more 

data is sent to the satellite.  A main advantage of this approach is the satellite is processing its own data 

and calculating its own control responses.  It does not need to wait for the ground station on earth to 

receive, process, calculate, and transmit the data and responses.    



 

Figure 7:  Relative Control11, 18, 19 

Several missions discussed in the literature review, especially the Galileo Gaspra encounter, would have 

benefited greatly from using a relative control approach instead of sending data back to Earth for 

processing.  Technological concerns of twenty years ago are probably what made the mission design 

decisions, but if those missions were repeated today, different methods should be considered.   

1.1.3  Overview 

The figure below illustrates the data transfer when a satellite docks with the ISS. 



 

Figure 8:  Docking with the ISS16 

The chaser (body) satellite receives information from the chaser ground station, GPS, ISS, and DRS (data 

relay satellite).  The ISS receives information from the ISS ground station, GPS, the chaser satellite, and 

DRS.  The two ground stations must communicate with each other, and both must separately 

communicate with the DRS. 

This means that the chaserôs control is an active, inertial control.  Everything in the previous sections 

concluded a passive, relative control is a desired solution for numerous reasons.  If one of numerous parts 

on the chaser, chaser ground station, target, target ground station, GPS, or DRS is not working perfectly, 

then the maneuver cannot occur.  Instrument failures and misalignments happen.  Satellites go into safe 

mode.  GPS measurements become flawed.  Antennas do not deploy.  Data becomes corrupt or lost.  As a 

system is made more complex with more instruments that must work perfectly at synchronized times, and 

more data that must be transferred through the atmosphere, the less likely it is that this method of active, 

inertial control will work.  The research in passive, relative control is important because it lets the chaser 

satellite rely on its own data, process its own control, and react instead of relying on external data and an 

incredibly complex system that is bound to fail.   



  

1.1  Literature  Review 

1.1.1  Voyager Uranus Encounter
14

 

The two Voyager spacecraft were initially supposed to study Jupiter, Saturn, and their moons.  The 

satellites were still operational, NASA continued their funding, and Voyager 2 was sent on to explore 

Uranus and Neptune.  Now, both Voyager 1 and 2 are well beyond Pluto
13

.  Ten new Uranian satellites or 

moons were found using visual data from Voyager 2.   

Approximately 225 pictures were taken in the 75 days leading up to the encounter with Uranus.  The 

images were scheduled so ideally two or three stars would be in the background of Uranus in each 

picture.  The ascension and declination of the surrounding stars down to a magnitude of 10.0 were 

required, so a star catalog of the surrounding area of space was developed for this encounter.   

Once the image is on the ground at Earth, a technician visually finds the center of each object.  The 

centers of each object are then calculated using box filtering, which is basically a version of the batch 

filter that uses the technicianôs visual estimations of the center of each object as the a priori information 

for the filter.   

In a filtering method like the batch processor, if the a priori information is too inaccurate the solution will 

not converge.  Taking the a priori information from a human approximation instead of a calculation is not 

recommended.  The researchers and mission operations personnel obviously made this method work and 

produced accurate results, but algorithms exist that take the human ñeye-ballò estimation out of the 

process and replace it with machine calculation.  Also, if a computer can calculate the solution, the 

images do not have to be sent back to Earth for a solution to be generated.  Computer memory was more 

of an issue than transferring data across a solar system twenty years ago.  Now the technological situation 

is not the same, so the development, application, and usage of algorithms and control techniques do not 

need to reflect the issues of the past.     



1.1.2  Galileo Gaspra Encounter
12

 

The spacecraft Galileo was scheduled for the first interplanetary flyby of an asteroid in 1991.  As often 

happens, something unexpected occurred.  Galileoôs high-gain antenna did not deploy, which meant that 

only four pictures of Gaspra, the asteroid, were sent back to Earth before the closest approach to the 

asteroid.  Using a low-gain antenna onboard Galileo instead of the high-gain antenna meant the difference 

between receiving the image data almost instantly and having to wait more than seventy hours for a single 

image.  The optical navigation techniques previously developed required more than four pictures, so 

researchers at the Jet Propulsion Laboratory came up with a new algorithm called the single-frame mosaic 

technique.   

 

Figure 9:  Gaspra from Galileo11 

1.1.2.1  Batch Filtering (Voyager) Method 

The plan was to receive at least one hundred pictures in the sixty days leading up to the Gaspra encounter.  

The same image analysis and optical navigation techniques used for Voyager would have been reused and 

employed for the Galileo Gaspra encounter.  Initially, Gaspra would have been far enough away from the 

satellite to be treated as a point source similar to the stars in the background.  As Galileo approached 

throughout the passing days, Gaspra would appear larger and three-dimensional information such as 



shape and orientation could have been calculated.  The same filtering method would have been utilized as 

Voyager.    

1.1.2.2  Single-Frame Mosaic   

The basis of the single-frame mosaic method was to leave the camera shutter open and get a time history 

of Gaspra in each picture instead of using the ñpoint and clickò method that takes a single instant in time.  

Also, while the camera shutter was open, the camera platform was slewed around to different positions.  

Slewing the camera around decreased the sensitivity to data loss and allowed multiple exposure times to 

be used in a single pictureðone could benefit Gaspra observations more, the other could benefit the 

background star for orbit determination more.  Also, slewing the camera around could let a single picture 

view a larger amount of space than the field of view of the camera allows.   

1.1.2.3  Summary 

The single-frame mosaic technique is ingenious and the researchers who came up with it had very little 

time to develop and implement the idea.  Both the single-frame mosaic and traditional techniques depend 

on data transfer and analysis of the images on Earth.  If the satellite could process the images and feed the 

results into its orbit determination solution, then this issue would not have occurred in the first place.   

1.1.3  Configuring the Deep Impact AutoNav System for Lunar , Comet, and Mars 

Landings
10

 

The optical navigation system developed by the Jet Propulsion Laboratory is referred to as AutoNav.  

Any missions that obtain close up, never before seen images of comets like the recent EPOXI or NExT 

missions, use the AutoNav system.   



 

Figure 10:  Tempel-1 Comet Viewed during the NExT Mission 

The AutoNav system is planned to be expanded to do more than maneuver around comets using optical 

dataðthe task of the optical navigation department at JPL is to use AutoNav to precisely land on the 

Moon, a comet, and Mars.  AutoNav uses a system for surface modeling and landmark tracking to 

estimate the spacecraft position and attitude.  The proposed landing system has meter-level accuracy.  

During the landing maneuver, visual data is taken from the cameras.  The new AutoNav system does not 

depend on gyroscope or accelerometer data.  Before the maneuver, the AutoNav system must have 

accurate surface images to compare the control to.  The AutoNav control is only as accurate as the pre-

flight information and the in-flight attitude information taken from the camera data.  The figure below 

shows an example of landmarks in an image. 



 

Figure 11:  Landing Optical Navigation Landmarks 

Using landmarks for landing on something as large as the moon sounds like a decent method because it is 

unlikely that a landmark of that size would move between the pre-flight surface mapping and the in-flight 

maneuver.  Transferring this method to docking between satellites could be problematic since the 

landmarks to track on the target satellite would be much smaller and subject to small movement 

variations. 

1.1.4  Autonomous Helicopter using Feature Tracking
15

 

Researchers combined visual sensing of urban features like windows with GPS (Global Positioning 

System) and IMU (Inertial Measurement Unit) data to track objects.  The helicopter is initialized in a 

hover mode and a user selects a window for it to track.  It tracks the window through successive frames.   



 

Figure 12:  Helicopter during a Test 

A lot of inertial information is used in this application.  However, a technique of identifying windows in 

an image was explored.  

First, the color of the target (window) is determined after the user clicks on the target in the image.  Then 

the image is converted to grayscale by OpenCV software.  This is done for processing speed.  The pixels 

of the image with the right color are given a value of ó1ô while the other pixels are given a value of ó0ô, 

turning the image into a binary image.  Some of the objects in the background might have a similar color 

as the target and will also have a ó0ô in the binary image, so a square finding algorithm is used to find the 

windows.  Then, template matching is employed using the userôs input of where to look for the target.  

Once the object is found, tracking can begin.  The output to the control is velocity. 

This visual sensing technique is sensitive to lighting conditions, and other environment factors were not 

thoroughly tested.  It assumes a square is being tracked, and factors such as the target being partially 

obscured or viewed from a skewness angle so the square began to look like a rectangle were not pursued.  

It is another method for visual sensing and target tracking, but is also very limiting in terms of what 

targets can be tracked under what conditions.  

1.1.5  STARDUST Wild 2 Encounter
17

 

The STARDUST Wild 2 mission collected dust samples from the comet Wild 2 in early 2004.  The 

navigation used a combination of optical and radio techniques.   



Images are taken of the comet with stars in the background.  The stars are considered inertial.  The center 

of the comet is calculated.  The radio and image data are combined to calculate the orbit determination 

solution.  The ñcenterfindingò uses a moment calculation, but it skips the visual tracking algorithm step 

and has numerous admitted difficulties and limitations, such as lighting, geometry, noise, etc.   

1.1.6  Moment Functions in Image Analysis:  Theory and Applications
1
 

The fields of computer vision and robotics use image analysis techniques for many applications.  Moment 

functions can be used for automatic character recognition, aircraft identification, pattern matching, 

ñinvariant pattern recognition, object classification, pose estimation, image coding, and reconstruction
1
.ò  

Mukundan and Ramakrishnan use moment functions to describe geometric features of an image.  This 

thesis differs because something is assumed about the target and then the moment functions are used to 

gain information about the relative position and orientation of the body satellite with respect to the target.   

Mukundan also draws the relationship between the zeroth, first and second moments in statistics and 

mass.  His explanation is summed up in the following table. 

Table 1:  Mukundanôs Comparison of Moments Across Fields 

Moment Statistics Mass Images 

0
th
  Total Probability Total Mass Total Area 

1
st
  Expectation (Mean) Center of Mass Central Coordinate 

2
nd

  Variance Inertia Orientation 

 

The basis of Mukundanôs image analysis with geometric moments is to consider ñan image as a two-

dimensional intensity distribution
1
.ò  The results of the imageôs geometric moments are the total image 

area, the central pixel coordinate of the image, and the orientation.  Mukundan calls the second image 

moment the orientation, and while it can be used to calculate the orientation of the image within the plane 

of the cameraôs screen, it would be more accurate to call it the inertia of the image.  The length of the 

target in pixels can also be calculated from the second image moment if something is known about the 

target or image shape.   



Besides geometric moments, there are also orthogonal, Legendre, Zernike, and complex moments covered 

by Mukundan that may be of use to future researchers on this project.  

Mukundan used applied moments for pattern recognition, object identification, and attitude and position 

estimation.  He used two methods of attitude and pose estimation:  1)  using a pattern on a plane of an 

object, or 2) using multiple views (cameras) of the object to estimate a particular view direction.   

The first method is closest to the desired developments of this thesis, but Mukundanôs method requires a 

pattern to be in constant view of the camera, and anything tracked must be man-made.  Also, this method 

is very numerically intensive and not based on skewness.  Another note is it depends on an assumption 

that the initial distance from the camera to the target is knownðsomething that is not known in any of the 

proposed simulations.   

The second method proposed multiple cameras viewing the target from different positions, compiling all 

of the multiple images into a library in real time, and calculating relative orientation from the compiled 

information.  This posed many practical issuesðit is expensive enough to launch one robotic assistant 

satellite into space.  If a control requires multiple satellites to be operational and communicate with each 

other in real time in order to complete a mission, then the control option becomes less realistic. 

Mukundan saw the parallels between how geometric moments are used for mass, statistics, and images, 

and even recognized that skewness in an image represents a deviation from symmetry.  He did not take 

that a step further to apply skewness as a way to determine relative orientation.   

1.1.7  Statistical Moments, Jamie Shutler
5
 

Shutler introduces how researchers in image analysis use the third moment to calculate skewness, which 

is used as a measure of symmetry.  The direction of the asymmetry is determined by looking at the sign of 

the skewness calculation.  Being able to determine the direction of the asymmetry is very important for 

control applications because if an algorithm can detect that an image is skewed but has no way of 



determining in which direction it is skewed, the control will not know in which direction to apply a 

restoring force to fix the problem.   

Some researchers in image analysis are concerned with letter recognition.  Using the third moment and 

skewness helps with letter recognition since skewness is a measure of symmetry about an axis.   

 

Figure 13:  Letter Recognition5 

The letter ñMò is symmetrical about the vertical axis, but not the horizontal axis.  This helps identify it is 

the letter ñMò.  The letter ñCò is symmetrical about the horizontal axis, but not the vertical axis, and this 

helps identify it is a ñCò.  This is found by calculating the third moment for each letter in each axis. 

1.2  Overview/Scope 

The setup of the problem includes two bodies, generally either two satellites or two ground rovers.  The 

satellite with the camera attached is called the body satellite; the one that the body is trying to track with a 

camera is called the target satellite.   

 



 

 

 

 

 

The target should be tracked based off of information the camera collects.  This makes for a relative 

control because all of the data a camera can collect are relative to the two satellites and not inertial.   

The main problems that have to be solved are:   

1) How can a camera track a target so the center of the target stays at the center of the camera 

screen?   

2) How can a camera/computer tell if the target is tilted away from the camera, meaning the camera 

is not looking at it ñstraight onò?   

3) How can the camera/computer figure out distance or changes in distance when only using one 

camera?   

There are three different controls that should work in concert for the simulation to function.  The attitude 

control keeps the center of the target in the center of the cameraôs viewing frame.  The skewness control 

Inertial 

Point 



keeps the body satellite ñstraight onò, or perpendicular to, the target.  This is especially important for 

rendezvous and docking maneuvers.  The position control keeps the target at a fixed distance from the 

body satellite.  The three controls are how to put the solutions to the three main problems solved in this 

thesis into action. 

Another way to look at all three controls is to imagine the target satellite at the center of a sphere and the 

body satellite at the edge of the sphere.  The attitude control keeps the body satellite always pointing at 

the center of the sphere (at the target).  The skewness control moves the body satellite along the edge of 

the sphere until the body is looking at the target from a ñstraight onò view.  The distance control keeps the 

radius of the sphere constant, as seen in the following figure.  

 

Figure 14:  Overview of Controls 

1.2.1  Attitude Control  

Attitude is a measure of pointing.  In terms of a relative control, the center of the camera should be 

pointing at the center of the target.  The attitude control is arguably the most important control, because if 



it does not work, the camera will lose sight of the target.  Imagine if there is a science mission that is 

supposed to track an asteroid and the camera cannot even see the asteroid because the body satellite is 

pointed in the wrong direction.  That would lead to an instant mission failure. 

The following two figures show the camera frame viewing a target.  On the right, the attitude control is 

working because the center of the camera is pointing at the center of the target.  On the left, the attitude 

control is not functioning correctly because the center of the target is not at the center of the camera 

frame.   

 

Figure 15:  Attitude Control Not Working  

 

Figure 16:  Attitude Control Working  

 

1.2.2  Skewness Control 

For a skewness control, it is important to get a measure of perpendicularity relative to an object.  For 

maneuvers such as automated rendezvous and docking, it is very important to know how ñstraight onò or 

perpendicular the body is to the target.  

The following two figures show the camera frame viewing a target.  In the right figure, the skewness 

control is working because the camera is viewing the target from ñstraight onò.  On the left, the skewness 

control is not working, because the camera is viewing the target from a skewed angle.   



 

Figure 17:  Skewness Control Not Working 

 

Figure 18:  Skewness Control Working 

 

1.2.3  Distance Control  

A position control has the job of keeping the body a certain distance away from the target.  This is 

important because you do not want the body drifting too far away from the target, but you also do not 

want the body colliding with the target.  There may be rendezvous maneuvers that are closely controlled, 

but for the most part, a specified distance is desired for observation and tracking.  If the body gets too far 

away there will not be accurate tracking, the other controls will not work accurately, and tracking will 

eventually be lost.   

The following two figures show the camera frame viewing a target.  In the right figure, the distance 

control is working because the body is keeping a correct, specified distance from the target.  On the left, 

the distance control is not working because the body is not keeping a specified distance from the target.  

In this case, the body has drifted too far away from the target so the target appears smaller and shows up 

as fewer pixels in each camera frame.   

 

Figure 19:  Distance Control Not Working  

 

Figure 20:  Distance Control Working  

 

  



Chapter 2 Project Background 

2.1  UMBRA  

The software used to develop this project is a simulation framework created by Sandia National 

Laboratories named UMBRA.  UMBRA uses a combination of C++, Tcl/Tk, and OpenGL graphics to 

quickly and easily simulate and visualize complex systems.  In UMBRA, each functional component 

becomes its own module.  Modules can have multiple input and output connectors.   

 

Figure 21:  UMBRA Sample Module 

Data flows through the input and output connectors at each time stepðlike electronics, the data flows 

through the connectors like electrons through wires.  To construct a simulation, connect instances of 

different modules together like LEGOs
®
 or wires connecting different parts of a circuit.  Each time step 

(or update loop, as UMBRA calls it), Module 1 is called, its calculations are completed, the data leaves 

through an output connector which is connected to Module 2ôs input connector, Module 2ôs calculations 

are completed, data is sent from its output connectors to more modules, and so on.   



 

Figure 22:  UMBRA Sample Data Flow 

All of the modules are created and compiled in C++, but connected together to form a simulation in Tcl.  

Creating the simulation in Tcl makes UMBRA incredibly flexible because modules can be exchanged 

without recompiling any code.  For example, if a virtual camera is needed in one simulation, connect the 

virtual camera module.  If a real camera is then needed, disconnect the input and output connectors tied to 

the virtual camera module in the Tcl script, connect them to the real camera module instead, and now real 

camera data would flow into the simulation and no code would need to be recompiled to make this 

change.  Interchanging a virtual or real robot that moves around the lab follows the exact same 

principleðthey are both modules in UMBRA, so one is chosen when the simulation is created in Tcl and 

no code needs to be recompiled.   

2.2  Data Flow 

The data flow of the project comes from sequential camera images being taken.  The flow of images is 

processed by a statistical pressure snake algorithm, which tracks a specific target in the image by hue.   

From the statistical pressure snake algorithm, the output is a series of snake control points which make up 

the outside curve or ñsnakeò of the statistical pressure snake as seen in Figure 24.   



 

 

Figure 23:  Statistical Pressure Snakes Tracking a Hard 

Hat6 

  

Figure 24:  Snake Control Points6 

 

Each snake control point has a corresponding (x,y) coordinate in the camera frame which can be used to 

calculate a moment of any order.  In this project, the snake control points are sent to an OpenCV program 

that calculates the image moments.  The statistical pressure snake algorithm works well under varying 

lighting conditions, can track any shape, and even works when part of the image is obscured.    

At this point in the data flow, an attitude error estimator module takes the central coordinates (first 

moment) of the target and calculates the attitude error between the center of the target and camera.  The 

attitude control determines how the camera must rotate for the center of the target to be in the center of 

the camera screen.  The moment information is sent off to a skewness control law that calculates how the 

body must move to be perpendicular to target.  Finally, information from the image about how many 

pixels the target takes up can be used to figure out a change in depth, which is sent to the distance control.   

  



Chapter 3 Attitude Control  
The objective of the attitude control is for the center of the camera to point at the center of the target.  The 

attitude control is considered to be the most important component of visual control because if it fails the 

camera will not be able to ñseeò the target, so none of the other controls will be able to work.  The figures 

below again show what it means for the attitude control to be working or not working.  An attitude 

control would not be working in Figure 25 because the center of the target is not in the center of the 

camera screen.  The attitude control is working in Figure 26 because the center of the target is in the 

center of the camera screen.    

 

Figure 25:  Attitude Control Not Working  

 

Figure 26:  Attitude Control Working  

3.1  Attitude Control Development 

The development of the attitude control starts with Eulerôs rotational equations of motion.  In order to 

make the equations less confusing, the variable names and descriptions are provided in the table below. 

Table 2:  Attitude Variables 

Ὅ Body inertia tensor (assume rigid body) 

 Ⱦ  Body angular acceleration with respect to the inertial reference frame 

 Ⱦ  Body angular velocity with respect to the inertial reference frame 

ό Unconstrained external torque vector 

ὒ Known external torque acting on the body 

„Ⱦ  Attitude error between body and target frames (Modified Rodrigues Parameter) 

(relative attitude) 



 Ⱦ  Angular velocity error between body and target frames (relative angular velocity) 

 Ⱦ  Ⱦ Ⱦ  

Ⱦ  Target angular velocity with respect to the inertial reference frame 

Ⱦ  Target angular acceleration with respect to the inertial reference frame 

The derivation of the rotational attitude control begins with Eulerôs rotational equations of motion. 

 Ὅ Ⱦ  Ⱦ ὍȾ ό ὒ (3.1) 

The tilde operator is matrix notation for the cross product
2
.     

 
π  
 π 
  π

 (3.2) 

The Lyapunov function given below is meant to drive both the relative attitude and relative angular 

velocity to zero. 

 ὠ Ⱦ ȟ„Ⱦ  Ⱦ Ὅ Ⱦ ςὑὰὲρ „Ⱦ„Ⱦ  (3.3) 

The derivative of the Lyapunov function must be calculated to determine stability.  Because the Lyapunov 

function is a scalar quantity, the derivative can be taken with respect to any reference frame.  The body 

frame makes the calculation simple since the inertia tensor does not vary with respect to the body frame. 

 ὠ Ⱦ ȟ„Ⱦ  Ⱦ Ὅ  Ⱦ  Ⱦὑ„Ⱦ  (3.4) 

The relation for the body derivative of the relative angular velocity is given below. 

  Ⱦ  Ⱦ Ⱦ  Ⱦ Ⱦ  (3.5) 

Plug the relation for the body derivative of the relative angular velocity into the derivative of the 

Lyapunov function. 



 ὠ Ⱦ ȟ„Ⱦ  Ⱦ ὍȾ Ὅ  Ⱦ Ⱦ  Ⱦ ὑ„Ⱦ  (3.6) 

Plug Eulerôs rotational equations of motion into the derivative of the Lyapunov function. 

     ὠ Ⱦ ȟ„Ⱦ  Ⱦ  Ⱦ ὍȾ ό ὒ Ὅ  Ⱦ Ⱦ  Ⱦ ὑ„Ⱦ  (3.7) 

Force the derivative of the Lyapunov function to be negative definite by setting it equal to a negative 

definite function. 

  Ⱦ  Ⱦ Ὅ Ⱦ ό ὒ Ὅ  Ⱦ Ⱦ  Ⱦ ὑ„Ⱦ  Ⱦ ὖ Ⱦ (3.8) 

Solving for the control, the result is the same as the unconstrained control law in H. Schaubôs Analytical 

Mechanics of Space Systems
2
. 

 ό ὑ„Ⱦ ὖ Ⱦ ὍȾ  Ⱦ Ⱦ  Ⱦ ὍȾ ὒ (3.9) 

The equation above is the control that would be ideal for the system in a perfect world if all information 

were perfectly known.  However; this simply is not the case.  What information is known?  How well can 

we get each of these values for a control?  What issues are there?  These are some questions the next 

section on sensing will delve into.   

3.2  Sensing 

The overall goal of this thesis is passive relative visual control.  Stated simply, the goal is to use data from 

a camera to track objects.  Similar to a toddler eagerly watching her parentôs hand that has a cookie in it, 

we are giving a robot an eye (camera) and giving its brain (computer) algorithms to process the data so it 

can track an object for us.  We want the robot to be able to track our cookies.  Or point flashlights for 

astronauts.  Or ñwatchò something to collect scientific data.   

If the overall goal is to use that camera data for the control equation developed in the previous section, 

what part of the camera data gets matched up with what part of the control?  How is it done?  What are 

the other values in the control law and where do they come from?  Can we even get some of those values?  



Does the control law work if we cannot get some of those values?  What if the values we get are faulty?  

Does the control law still work?  Analyzing the terms in the full Lyapunov control equation will answer 

these questions. 

3.2.1  Relative Motion 

The relative attitude and angular velocity terms in the full Lyapunov control are „Ⱦ  and  Ⱦ . 

3.2.1.1  Origin 

The relative attitude („Ⱦ ) ultimately is obtained from the camera data, but the calculation of the target 

center comes from the statistical pressure snake module, and the translation of the pixel offset into the 

relative attitude MRP comes from the attitude error estimator module.   

The relative angular velocity ( Ⱦ ) is calculated from an equation that uses the numerical differentiation 

of the relative attitude (Eqn 3.17).  Therefore, the relative angular velocity is dependent on a time history 

of sequential camera frames, but also on the statistical pressure snake and attitude error estimator 

modules.   

The statistical pressure snake algorithm first finds the outside edge of the target.  The information about 

the shape of the object is used to calculate the zeroth, first, second, and third moments.  The first moment 

is the coordinate of the image center in pixels.  Consider this as attitude error for the scope of this thesis.  

An explanation follows.   

The goal of the attitude control is for the center of the camera screen to point at the center of the target.  

Imagine that the center of the target is off of the center of the cameraôs screen by óxô pixels to the right 

and óyô pixels up like Figure 27.  A calculation must translate the óxô pixels to the right into a desired yaw 

rotation and the óyô pixel up into a desired pitch rotation.  Then, a control must rotate the camera through 

the resulting yaw and pitch rotations so the camera will be pointing at the center of the target.  Notice that 

using the center of the target yields a two-axis control since the camera will only rotate in two-axes (yaw 



and pitch).  This means the attitude control does not correct for any third-axis, or roll, rotations.  Visually, 

this corresponds to ensuring the target is always in view but not correcting for any spin within the 

cameraôs view.  The target could be spinning around its central pixel, and as long as the central pixel does 

not waver from the center of the camera screen, the two-axis attitude control will not notice any variation.  

The attitude control is developed using Modified Rodrigues Parameters, so the yaw and pitch rotations are 

translated into MRPs.   

 

Figure 27:  Attitude Error Es timator Example 

The field of view of a camera shows the spread angle the camera can view in an image in each axis.  The 

field of view is required to translate the pixel offset in each axis into the two-axis rotation the camera 

must undergo in order to view the center of the target at the center of the camera screen. 






































































































































