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Thesis directed by Dr. Hanspeter Schaub

This thesis studies passive visual relative control for satellites. The three main problems studied
are how to keep the camera pointing at the centeredftiget, how to move the satellite so the
camera calook at the target from a perpendicular orientatommaintain a fixed orientatioand

how to maintain a nominal distance from the target.

Visual target tracking within the image uses a statispicegdsure snake algorithm, which tracks

the outer contour of a target and allows geometric moments to be calculated. The attitude control
is based off of tracking the centef thevisualtarget, which is the first moment. The attitude

control can treathe inertial target angular velocities as disturbances in the control for slow,

smooth reference motions and still be stablee Skewness coefficient,gvhich is a non

dimensional form of the third momemfn be used as a measure of perpendicularity wlgain
information is known about the target. A 640x480 pixel resolution caisiasd to obtain better
skewness and perpendicularity information than the human eye. A distance control does not need
to assumehe absolute distance, but can maintaimominal distance by using the image inertia

or second moment information
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Chapter 1 Introduction

1.1 Motivation
The motivation for this thesis is to improve relative control techniques, specifically passive eligive

control of freeflying spacecraft Visual control means camera data will be used to track a tdPgesive
visual control means inertial information from the target will not be transmitted to the spattestresft

tracking the target with a camera

A two-yearold toddler is fairly proficient at passive visual relative control. A-ywarold can easily

watch a person walk around a room with her eyes
control her hand to rendezvous with the deoKf a toddler can perform more complex tasks with her

eyes, and her eyes are basically providing streaming camera data to her brain, then we can perform a few
simpler tasks with similar data. The data are there. We just have to learn how to mealds gdike our

brains so easily do. We know that the task is possiat@ther working system, the human brain, takes

the same type of input data and has a working control, so it is possible to create another system that takes

similar input data and cortgies the same tasks.

Consider a robotic assistant satellite outside of the International Space @&&ipmith an objective of
observing a specific panekor the robotic assistant satellite to complete its objective, it must have an
algorithm to iakntify and track the panel or an object on the panel. Therefore, a visual trackingprdgori
must be developed. This visual tracking algorithm must be able to differentiate between the object of

interest in the image and the background scenery.



Camera
screen

Background
in image and
not to be

tracked

Figure 1: Basic Objective of Visual Tracking Algorithm

The next step in the robotic assistant satellite achieving its objective is to have an algorithm to continue
pointing at the panel of the IS®ne method of completing this taskto have a target or object on the
ISS panel for the robotic assistant satetlitpoint the camera atf the objective is to observe a specific

panel and the panel is not in the field of view of the camera, the mission is a failure.

ISS Panel

Target on the
ISS Panel

Robotic Assistant Satellite

Figure 2: Example of Maintaining Pointing with Visual Data



Another part irachieving the mission objective is to have an algorithm that can recognize if the robotic

assistant satellite is viewing the panel from a skewed or angled orientakimnwill cause visual
distortions in the recorded images.

1SS Panel
I~

/

Robotic Assistant Satellite

Figure 3: Top View of Skewed Orientation

A final aspect of achieving the mission objeetis an algorithm to recognize and maintain the nominal
distance between thelyotic assistant satellite and the ISS. If the robotic assistant satellite were to collide
with the ISS, the result would be space debris in the ISS orbit and possible damage to the ISS. If the

robotic assistant satellite were to drift too far away fthenlSS, it would lose visual tracking and

possibly not be able to be-docked with the ISS.

1SS Panel

Robotic Assistant Satellite

Figure 4: Collision after Failure to Maintain Nominal Distance
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Target on the
ISS Panel
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Figure 5: Losing Sight of the Target afte Failure to Maintain Nominal Distance

1.1.1 Passive vs. Active
Consider a robotic assistant satellite outside of the International Space Station with an alfjective

observing a specific panel as in the previous section.

With an active control, the ISS woul@ bequired to constantly send position, velocity, attitude, and
angular velocity data to the robotic assistant satellite, and mission operations personnel on earth would be
involved. Extra equipment besides the camera must be built into the robotiarassistllite, making it

much more expensive.

With a passive control, ngSinformation istransferredt¢ he r oboti ¢ assistant sat
robotic assistant satellite could be released from the ISS, use its onboard equipment (caraekeheo t
panel using visual data, store the data, and return to the ISS. No equipment is needed besides the camera,

and no mission operations personnel are required to send data to the satellite.



Why are passive relative control techniques importart@rd are numerous reasons. It is very

expensive, complicated, and limiting to be in constant;tie® communication with a target satellite in

order to track it. A target satellite would have to incorporate being tracked into its mission by being

laundhed with additional equipment, whichvery expensive, and would have to budget the mission

operations personnel into the lifetime of its mission to send commands and monitor the target satellite

while it is being tracked, which is also expensive. Missiperations personnel would require ixale
information of both the target and body satellite
to I'ine up the t arofysghtbestveen the targenaad bady, venify noheeof tHei n e
satellites are in safe mode, confirm that no solar flares or atmospheric events have wreaked havoc with

the data, and then let the control on the body satellite perform its maneuver. Not only can a lot more go
wrong, but this severely limits the trackiagg g or i t h m. Only objects that <ca
satellite can be tracked. An asteroid, a piece of space debris, or a satellite not specifically launched with

specialized equipment could not be tracked.

Passive relative control is another wafysaying the target is nguarticipatory, meaning any object

should be able to be tracked.

1.1.2 Inertial vs. Relative
Consider an example of pointing a satellite to track an asteroid. In the inertial control figure below, the
ground station first calculatea reference inertial pointing direction from the ground station based on
ascension and declination angles. This is generally calculated as a unit direction vector when working
with astronomical objects. The ground station then has to calculate ttia ipesition of the satellite
with respect to the ground station. This is a statistical orbit determination problem. At each time step, the
direction of the ground station to target and ground station to satellite position vectors can be subtracted
andnormalized to obtain the relative unit direction vector between the satellite and target. If the camera
data is being used for navigation, the satellite does not process the images itself and calculate a control.

Instead, the satellite sends the imagpesugh space and the atmosphere to the ground station in order for



the ground station to process the images, incorporate optical data into the statistical orbit determination

solution, calculate a control, and then send the control up to the satellite.

Inertial Control

« Attitude control to maintain pointing
* Based on earth observation data
* Caninclude camera data

Data collected from
_ thesatellite is sent
- back to Earth

» Statistical orbit determination™~
Accuracy: cm

* Calculates OD solution
* Calculates control

Earth — Ground Station

* Reference inertial
(Ascension, Declination)
* Unit Direction Vector

* Processes data from sa_f_é_iiif'é""""'-'-r-r.,.

* Transmits the control to the satellite

Figure 6: Inertial Control 1% 1819

In the relative control figure below, the unit direction vector from the ground to the target is known at the

initial time because a visual targetnotchosen without first knowing whereattarget is. (A visual

target isusuallynot chosen ift has not alreadigeen seen ) The satel

teds

posi ti

initial time. These direction vectors can be subtracted at the initial time to give the camera a pointing

directontogt t he target in its field

of

\'%

e w.

Once

data is sent to the satellite. A main advantage of this approach is the satellite is processing its own data

and calculating its own control responsesdokés not need to wait for the ground station on earth to

receive, process, calculate, and transmit the data and responses.

t

h



Relative Control

* Attitude control to maintain pointing

* Use earth observation at t, only

* Once the target is in view, use visual
tracking from the camera data

* Closed loop control

* Inertial position for t, only
Accuracy: ¢cm

* Reference inertial for t, only
(Ascension, Declination)
* Unit Direction Vector

,/'

" Earth - Ground Station

Figure 7: Relative Control** 8 1°

Several missions discussed in the literature review, espetiallalilieo Gaspra encountemuld have
benefited greatly fromsing a relative control approach instead of sending data back to Earth for
processing. Technological concerns of twenty years ago are probably what made the mission design

decisions, but ithose missions were repeated today, different methods should be considered.

1.1.3 Overview

The figure below illustratethe data transfer whensatellite docks with the ISS.
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The chaser (body) satiédl receives information from the chaser ground station, GPS, ISS, and DRS (data

relay satellite). The ISS receives information from the ISS ground station, GPS, the chaser satellite, and

DRS. The two ground stations must communicate with each othdppmchust separately

communicate with the

This means

DRS.

t hat

t
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chaserod6s control
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concluded a passive, relative control is a desired solution for numerous reasons. If one of mamsrous

on the chaser, chaser ground station, target, target ground station, GPS, or DRS is not working perfectly,

then the maneuver cannot occur. Instrument failures and misalignments happen. Satellites go into safe

mode. GPS measurements become flawedennas do nadeploy. Data becomes corruptlost. As a
system is made more complex with more instruments that must work perfectly at synchronized times, and

more data that must be transferred through the atmosphere, the less likely it is thethtbisohactive,

inertial control will work. The research ipassive, relative control important because it lets the chaser

satellite rely on its own data, process its own control, and react instead of relyrteoral data anan

incredibly complexsystem that is bound to fail.

vV e



11 Literature Review
1.1.1 Voyager Uranus Encountet
The two Voyager spacecraft were initially supposed to study Jupiter, Saturn, and their moons. The
satellites were still operational, NASA continued their funding, and Voyagers sent on to explore
Uranus and Neptune. Now, both Voyager 1 and 2 are well beyond*Pien new Uranian satellites or

moons were found using visual data from Voyager 2.

Approximately 225 pictures were taken in the 75 days leading up to thenteicwith Uranus. The
images were scheduled so ideally two or three stars would be in the background of Uranus in each
picture. The ascension and declination of the surrounding stars down to a magnitude of 10.0 were

required, so a star catalog of thereunding area of space was developed for this encounter.

Once the image is on the ground at Earth, a technician visually finds the center of each object. The
centers of each object are then calculated using box filtering, which is basically a vets@baich
filter that wuses the technici anb6s awiiodinfarhatiomst i mat i

for the filter.

In a filtering method like the batch processor, if gheriori information is too inaccurate the solution will
notconverge. Taking tha priori information from a human approximation instead of a calculation is not
recommended. The researchers and mission operations personnel obviously made this method work and
produced accurate results, but algorithms exist thatttee humaiieyeballo estimation out of the

process and replace it with machine calculation. Also, if a computer can calculate the solution, the
images do not have to be sent back to Earth for a solution to be generated. Computer memory was more
of anissue than transferring data across a solar system twenty years ago. Now the technological situation
is not the same, so the development, application, and usage of algorithms and control techniques do not

need to reflect the issues of the past.



1.1.2 Galileo Gaspra Encountef?
The spacecraft Galileo was scheduled for the first interplanetary flyby of an asteroid in 1991. As often
happens, somet hi ng un e x fancahtenda did cotdeploy, edch mear@thati | e 0 6
only four pictures of Gaspr the asteroid, were sent back to Earth before the closest approach to the
asteroid. Using a loygain antenna onboard Galileo instead of thegigim antenna meant the difference
between receiving the image data almost instantly and having to waithmaorseventy hours for a single
image The optical navigation techniques previously developed required more than four pictures, so
researchers at the Jet Propulsion Laboratory came up with a new algorithm called tHeasimeglaosaic

technique.

Figure 9: Gaspra from Galileo™

1.1.2.1 Batch Filtering (Voyager)Method
The plan was to receive at least one hundred pictures in the sixty days leading up to the Gaspra encounter.
The same image analysis and optical navigation technigedSarsVoyager would have been reused and
employed for the Galileo Gaspra encounter. Initially, Gaspra would have been far enough away from the
satellite to be treatemsa point source similar to the stars in the background. As Galileo approached

throughout the passing days, Gaspra would appear larger anellimensional information such as



shape and orientation could have been calculald. same filtering method would have been utilized as

Voyager.

1.1.2.2 Single-Frame Mosaic
The basis of the singli#game mosaic method was to leave the camera shutter open and get a time history
of Gaspra in each picture instead of wusing the fip
Also, while the camera shutter was open, the camera platformevesdsaround to different positions.
Slewing the camera around decreased the sensitivity to data loss and allowed multiple exposure times to
be used in a single pictdreone could benefit Gaspra observations more, the other could benefit the
background staior orbit determination more. Also, slewing the camera around could let a single picture

view a larger amount of space than the field of view of the camera allows.

1.1.2.3 Summary
The singleframe mosaic technique is ingenious and the researchers who caritk itfhad very little
time to develop and implement the iddgoth the singldrame mosaic and traditional techniques depend
on data transfer and analysis of the images on Earth. If the satellite could process the images and feed the

results into its diit determination solution, then this issue would not have occurred in the first place.

1.1.3 Configuring the Deep Impact AutoNav System foilLunar, Comet, and Mars
Landings™
The optical navigation system developed by the Jet Propulsion Laboratory is refexsefjutoNav.
Any missions that obtain close up, never before seen images of comets like the recent EPOXI or NEXT

missions, use the AutoNav system.



Figure 10: Tempell Comet Viewed during the NEXT Mission

The AutoNav systeris planned to be expanded to do more than maneuver around comets using optical
dataéd the task of the optical navigation department at JPL is to use AutoNav to precisely land on the
Moon, a comet, and Mars. AutoNav uses a system for surface modeling démadkiracking to

estimate the spacecraft position and attitude. The proposed landing system héeveletecuracy.

During the landing maneuver, visual data is taken from the cameras. The new AutoNav system does not
depend on gyroscope or acceleraen@lata. Before the maneuver, the AutoNav system must have
accurate surface images to compare the control to. The AutoNav control is only as accurate -as the pre
flight information and the Hilight attitude information taken from the camera data. Tdneré below

showsan example of landmarks in an image.



Figure 11: Landing Optical Navigation Landmarks

Using landmarks for landing on something as large as the moon sounds like a decent method because it is
unlikely that a landm& of that size would move between the-flight surface mapping and the-light
maneuver. Transferring this method to docking between satellites could be problematic since the
landmarks to track on the target satellite would be much smaller andtsolgetall movement

variations.

1.1.4 Autonomous Helicopter usingFeature Tracking*°
Researchers combined visual sensing of urban features like windows wittG@B&l Positioning
System)and IMU (Inertial Measurement UnitJata to track objects. The helicapiginitialized in a

hover mode and a user selectgiadow for it to track It tracks the window through successive frames.



Figure 12 Helicopter during a Test

A lot of inertial information is used in thagpplication However, a technique of identifying windows in

an image was explored.

First, the color of the target (window) is determimdigtr the user clicks on the target in the imaglen

the image is converted to grayscale by OpenCV software. This is done fesgingcspeed. Thmxels

of the image with the right colaregi ven a value of 616 while the ot he
turning the image into a binary image. Some of the objects in the background might have a similar color
asthetargetandi | | al so have a 606 in the binary i mage, ¢
wi ndows. Then, template matching is employed usi

Once the object is found, tracking can begin. The outpinetocontrol is velocity.

This visual sensing technique is sensitive to lighting conditions, and other environment factors were not
thoroughly testedlt assumes a square is being tracked, and factors such as the target being partially
obscured or vieweftom a skewness angle so the square began to look like a rectangle were not pursued.
It is another method for visual sensing and target tracking, but is also very limiting in terms of what

targets can be tracked under what conditions.

1.1.5 STARDUST Wild 2 Encounter'’
The STARDUST Wild 2 mission collected dust samples from the comet Wild 2 in early 2004. The

navigation used a combination of optical and radio techniques.



Imagesaretaken of the comet with stars in the background. The stars are consideiad ifibe center
of the comet is calculated. The radio and image data are combined to calculate the orbit determination
solution. The Acenterfindingd uses a moment <calc

and has numerous admitteiffidulties and limitations, such as lighting, geometry, noise, etc.

1.1.6  Moment Functions in Image Analysis: Theory and Applications
The fields of computer vision and robotics use image analysis techniques for many applications. Moment
functions can be sl for automatic character recognition, aircraft identification, pattern matching,
fiinvariant pattern recognition, object cl@a®sifica
Mukundan and Ramakrishnan use moment functions to describe tgiedemtures of an image. This
thesis differs because something is assumed about the target and then the moment functions are used to

gain information about the relative position and orientation of the body satellite with respect to the target.

Mukundan also draws the relationship between the zeroth, first and second moments in statistics and

mass. His explanation is summed up in the following table.

Table 1: Mukundanés Comparison of Moments Across F
Moment  Statistics Mass Images
on Total Probability Total Mass Total Area
1% Expectation (Mean) Center of Mass Central Coordinate
2" Variance Inertia Orientation
The basis of Mukundands i mage analysis with geome
dimensionéintensity distribution. 0 The results of the imagebds geome

area, the central pixel coordinate of the image, and the orientation. Mukundan calls the second image
moment the orientation, and while it can be used to caéthe orientation of the image within the plane

of the camerabds screen, it woul d be more accur ate
target in pixels can also be calculated from the second image moment if something is known about the

target or image shape.



Besides geometric moments, there are also orthogonal, Legendre, Zernike, and complex moments covered

by Mukundan that may be of use to future researchers on this project.

Mukundan used applied moments for pattern recognitioncoioientification, and attitude and position
estimation. He used two methods of attitude and pose estimation: 1) using a pattern on a plane of an

object, or 2) using multiple views (cameras) of the object to estimate a particular view direction.

The frst method is closest the desired developments of this thesisb ut M umetbhodréegainesbas
pattern to be in constant view of the camera, and anything tracked must-peagh@n Also, this method
is very numerically intensivandnot based on skewss. Another note is it depends on an assumption
that the initial distance from the camera to the target is kasamething that is not known in anytbg

proposedimulations.

The second method proposed multiple cameras viewing the target fromndiffestions, compiling all

of the multiple images into a library in real time, aadculatingrelative orientation from the compiled
information. This posed many practical issudisis expensive enough to launch one robotic assistant
satellite into spae If a control requires multiple satellites to be operational and communicate with each

other in real time in order twomplete a missigrthen the control option becomes less realistic.

Mukundan saw the parallels between how geometric moments areousealsk, statistics, and images,
and even recognized that skewness in an image represents a deviation from symmetiynotHiakk

that a step furthdo apply skewness as a way to determine relative orientation.

1.1.7 Statistical Moments, Jamie Shutle?
Shutlerintroduceshow researchelis image analysis ugbe third moment to calculate skewness, which
is used as a measure of symmetry. The direction of the asymmdatermined by looking at the sign of
the skewness calculation. Being able to deteerttie direction of the asymmetry is very important for

control applications because if an algorithm can detect that an image is skewed but has no way of



determining in which direction it is skewed, the control will not know in which direction to apply a

restoring force to fix the problem.

Someresearchers) image analysis are concerned with letter recognition. Using the third moment and

skewness hefpwith letter recognition since skewness is a measure of symmetry about an axis.

Figure 13: Letter Recognition®

The | etter AMO i s symmetrical about the vertical

the | etter fAMO. The | etter ACO is symmetrsical ab

hel ps identify it is a ACO. This is found by cal
1.2 Overview/Scope

The setup of the problem includes two bodies, generally either two satellites or two ground rovers. The
satellite with the camera atthed is called theodysatellite; the one that the body is trying to track with a

camera is called thargetsatellite.
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The target should be tracked based off of information the camera collects. This makes for a relative

control because allfdhe data a camera can collect are relative to the two satellites and not inertial.
The main problems that have to be solved are:

1) How can a camertaackatarget so the center of the target stays at the center of the camera
screen?

2) How cana cameralomputer telif the target is tilted away frotie camerameaninghe camera
isnot | ooking at it Astraight ono?

3) How canthe camera/computéigure out distance or changes in distance when only using one

camera?

There are three different controls tlshould work in concert for th@mulation tofunction The attitude

control keeps the center of the target in the

c

en



keeps the body satellite HfAstr aicegspetialyoimportantfor per pen
rendezvous and docking maneuvers. The position control keeps the target at a fixed distance from the
body satellite.The three controls are how to put the solutions to the three main problems solved in this

thesis into action.

Another way to look at all three controls is to imagine the target satadlthe center of a sphere ahd t

body satelliteat the edge of the sphere. The attitude control keeps the body satellite always pointing at

the center of the sphere (at thegit). The skewness control moves the body satellite along the edge of

the sphere until the body is |l ooking at the targe

radius of the sphere constaas seen ithe following figure

Attitude
Control

Skewness Body %sition
Control Control

Figure 14: Overview of Controls

1.2.1 Attitude Control
Attitude is a measure of pointing. In terms of a relative control, the center of the camera should be

pointing at the center of the target. The attitude control is arguably the mostainmtmantrol, because if



it does not work, the camevdll lose sight ofthetarget Imagine if there is a science mission that is
supposedo track an asteroid and the camera cannot even see the asteroid because the body satellite is

pointed in the wrongiredion. That wouldead to an instamhission failure.

The following two figures showhe camera frame viewing a targetn @e right the attitude control is
working because the center of the camera is pointing at the center of the target. e@nttieedttitude
control is not functioning correctly because the center of the target is not at the center of the camera

frame.

Figure 15 Attitude Control Not Working Figure 16: Attitude Control Working

1.2.2 Skewness Control
For a skewness control, it is important to get a measure of perpendicularity relative to an object. For
maneuvers such as automated rendezvous and dockin

perpendicular the body to the target.

The following two figures showhe camera frame viewing a targen the right figurethe skewness
control is working because the camera is Vviewing

control is not working, becse the camera is viewing the target from a skewed angle.



Figure 17: Skewness Control Not Working Figure 18: Skewness Control Working

1.2.3 DistanceControl
A position control has the job of keeping thedy a certain distance away from the targetis &
important because you dotneant the body drifting too far awayoin the target, but you also dotno
want the bodyolliding with the target. There may be rendezvous maneuvers that are closetyiedntr
but for the most part, a specified distance is desired for observation and tracking. If the body gets too far
away there will not be accurate tracking, the other controls will not work accurately, and tracking will

eventually be lost.

The following two figures show the canzeframe viewing a targetn the right figurethedistance

control is working because the body is keeping a correct, sgediance from the target. @me left,
thedistancecontrol is not working because the body i$ keeping a spéfied distance from the target.

In this case, the body has drifted too far away from the target so the target appears smaller and shows up

as fewer pixels in each camédrame.

Figure 19: DistanceControl Not Working Figure 20 DistanceControl Working



Chapter 2 Project Background

2.1 UMBRA
The software used to develop this project is a simulation frameweakecby Sandia National

Laboratories named UMBRA. UMBRA uses a combination of G¢¥;Tk, and OpenGL graphics to
quickly and easily simulate and visualize complex systems. In UMBRA, each fual@@nponent

becomes its own module. Modules can have multiple input and output connectors.

Sample Module

v

Input
Connector

Output
Connector

*Take value of input

connector
*Perform calculations
*Set value of output

connector

Figure 21: UMBRA Sample Module

Data flows through the input and output connectors at each tinte ktepelectronics, the data flows

through the connectors like electrons through wifles construct a simulatiompnnect instances of

different modules togethéike LEGOs” or wires connecting different parts of a circuit. Each time step

(or update loop, as UMBRA calls itfyJodule lis called,its calculations are completetie data leaves

through an output connector which isd6sonalkctuldtio

are completed, data is sent from its output connectors to more modules, and so on.



Module 1

Data Flow
Input Output
Connector *Take value of input Connector
connector c ;
*Perform calculations ) o_lr_nlwec -
*Set value of output inic -
connector ! Module 2
Input Output
Connector Connector

*Take value of input

connector
*Perform calculations
*Set value of output

connector

Figure 222 UMBRA Sample Data Flow

All of the modules are created and compiled in C++, but connected together to form a @miil&dil.

Creating the simulation in Tcl makes UMBRA incredibly flexible because modules can be exchanged
without recompiling any code. For example, if a virtual carrengeededn one simulation, connect the

virtual camera module. H real cameris then neededlisconnect the input and output connectors tied to

the virtual camera module in the Tcl script, connect them to the real camera module instead, and now real
camera data would flow intite simulation and no codeould need to be recompiled twake this

change. Interchanging a virtual or real robot that moves around the labsfiilexact same

principled they are both modulés UMBRA, so one is chosen when the simulation is created in Tcl and

no code needs to be recompiled.

2.2 Data Flow
Thedata flow of the project comes from sequential camera images being taken. The flow of images is

processed by a statistical pressure snake algorithm, which tracks a specifii tdvgi@age by hue.

From the statistical pressure snake algorithm, thput is a series of snake control points which make up

the outside curve or fAsnakednFgdre24 he statistical

p



Curve S(z(u),y(u))

Figure 23. Statistical Pressure Snakes Tracking a Hard
6 .
Hat Snake Control Points

Figure 24: Snake Control Point$

Each snake control point has a corresponding (x,y) coordinate in the camera frame which can be used to
calculate a moment of any order. In this project, the snake control points are sent to an OpenCV program
thatcdculates the image moment$he statistical essure snake algorithworks well under varying

lighting conditions, can track any shape, amdn works whepart of the image is obscured.

At this point in the data flow, an attitude error estimator medikes the central coordinates (first

moment) of the target arwhlculateghe attitude error between the center of the target and caifieea.
attitude control determines how the camera must rotate for the center of the target to be in the center of
thecamera screenrThe moment information is sent off to a skewness controthatcalculates how the

body must move to be perpendicular to target. Finally, information from the image about how many

pixels the target takes up can be used to figur@ atdnge indepth, which is sent to tldéstancecontrol.



Chapter 3 Attitude Control
The objective of the attitude control is for the center of the camera to point at the center of the target. The

attitude control is considered to be the most ingradomponent ofisualcontrol because if it fails the

camera wil/l not be able to Aseed the target, SO n
below again show what it means for the attitude control to be working or not working. An attitude
controlwould not be workingn Figure25 because the center of the target is not in the center of the

camera screen. The attitude control is workingigure26 because the center of the target is in the

center of the camera screen.

Figure 25 Attitude Control Not Working Figure 26: Attitude Control Working

3.1 Attitude Control Development
The devel opment of the attitude cont rlokdersot art s wi

make the equ®ns less confusing, the variable names and descriremsovidedin the table below

Table 2: Attitude Variables

O Body inertia tensofassume rigid body)
1 7 Body angular acceleration with respect to the inertial reference frame
1 7 Body angular velocity with respect to the inertial reference frame
o Unconstrained external torque vector
0 Known external torque acting on the body
. T Attitude error between body and target frartidsdified Rodrigues Paramejer

(relative attitude)



1 7 Angular velocity error between body and target frafnelsitive angular velocity)

T 7 1 ¥ 1 7

1 7 Target angular velocity with respect to the inertial reference frame
1 7 Target angular acceleration with respect to the inertial reference frame

The derivation of theotational attitude cdrol begins withE u | eotatiosal equations of motion.
0 5 1 7 O 5y 60 (3.2)

The tilde operator is matrix notation for the cross product

1 ! T (3.2)

The Lyapunov function given below is meant to drive both the relative attitude and relative angular

velocity to zero.

®l 7 h 7 T 2 S S S VI - B (3.3)

The derivative of th Lyapunov function must be calculated to determine stabBigcausehe Lyapunov
function is a scalar quantity, the derivative can be taken with respect to any reference frame. The body

frame makes the calculation simple since the inertia tensomdb@ary with respect to the body frame.

¢
Ny

Wl 7 1T 7 0—=1 57 1 70,7 (3.4)

The relation for the body derivative of the relative angular velocity is given below.

-1 7 1 7 1 7 1 71 7 (3.5)

Plug the relation for the body derivative of the relative angular velocity into the derivative of the

Lyapunov function.



® yhy 17 Q@7 ©O1 717 17 0,7 (3.6)
Pl ug Eul erdéds rotational equations of motion into
Wl 7 h, T 1T v 1 7 04 06 0 01 71 1 1 7 v, v (3.7)

Force the derivative of the Lyapunov function to be negative definite by setting it equal to a negative

definite function.
1T 17 @y 060 ©O1 71 7 1 7 0,7 T 7 01 7 (38)

Solving for the control, the result is the same a

Mechanics of Space Systems

o} O, 7 01 ¥ O 1 71 7 1 ¢ O 5 O (3.9)

The equation above is the control that would be ideal for the system in a perfect world if all information
were perfectly known. However; this simply is not the case. WMf@imation is known? How well can
we get each of these values for a control? What issues are there? These are some questions the next
section on sensing will delve into.

3.2 Sensing
The overall goal of this thesis is passive relative visual contrake@&simply, the goal is to use data from
a camera to track objectSimilar to a todtkr eagerly watching her paréhbhand that has a cookie in it,
we are giving a robot agye (camera) and giving its brain (computer) algorithms to process the data so i
can track an object for us. We want the robot to be able to track our cookipsint¥ashlights for

astr onaut gsomethi@g tecoileatsciertific data.

If the overallgoalis to use that camera data for the control equation develojieel fmevious section,
what part of the camera data gets matched up with what part of the control? How is it done? What are

the other values in the control law and where do they come from? Can we even get some of those values?



Doesthe control law workf we cannt get some of those values? What if the values we géaaltg?
Does the control law still workAnalyzing the terms in the full Lyapunov control equation will answer

these questions.

3.2.1 Relative Motion

The relative attitude and angular vetgaerms in the full Lyapunov control afey and 5 .

3.21.1 Origin
The relative attitude,( y ) ultimatelyis obtainedrom the camera data, bilte calculation of the target
centercomes from the statistical pressure snake module the translation of the pixel offset inhet

relative attitude MRP comes from the attitude error estimator module.

The relative angular velocify y ) iscalculated from an equation that uses the numerical differentiation
of the relative attitudéEqn 3.17) Therefore, the relative galar velocity isdependent on a time history
of sequential camera frames, but also on the statistical pressure snake amdeatttuestimator

modules.

The statistical pressure shake algorithm first finds the outside edge of the target. Theioriabait
the shape of the object is used to calculate the zeroth, first, second, and third moments. The first moment
is the coordinatef the image center in pixels. Consideis as attitude errdor the scope of this thesis

An explanation follows.

The goal of the attitude control is for the center of the camera screen to point at the center of the target.

|l magine that the center of the target is off of t
and Oy 0 likpkigured7.sA wm!l cul ati on must tr ans desiteayawt he 06 x 06
rotation and t tesireditghirotgtidn.xTdeén, awcgntrol nmust mtata the camera through

the resulting yaw and pitch rotations so the camera will be poirtitng @enter of the target. Notice that

using the center of the target yields a s control since the camera will only rotate in is@s (yaw



and pitch). This means the attitude control does not correct for amakig,dor roll, rotations. Vislly,

this corresponds to ensuring the target is always in view but not correcting for any spin within the
camerads Vview. The target could be spinning arou
not waver from the center of the camscaeen, the twaxis attitude control will not notice anasiation.

The attitude control ideveloped using Modified Rodrigues Parameters, so the yaw and pitch raaa¢ions

translated into MRPs.

Figure 27: Attitude Error Es timator Example

The field of view of a camera shows the spread angle the camera can view in an image in each axis. The
field of view is required to translate the pixel offset in each axis into thexigorotation the camera

must undergo in order to vietlve center of the target at the center of the camera screen.









































































































































































































