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Due to the space plasma environment and the sun, spacecraft can charge to very high neg-

ative voltages. These high charge levels can cause arcing which can seriously damage spacecraft

electronics and even cause mission ending damage. Spacecraft charging can also cause significant

perturbations for lightweight HAMR objects. If correctly harnessed and directed, charging can be

used to exert forces and torques on large debris objects without making physical contact through

the Coulomb force. This concept is called the Electrostatic Tractor (ET) and can tug debris out

of Geosynchronous Earth orbit (GEO) in a matter of months. To understand both the orbits of

uncontrolled charged debris and the performance of the ET, accurate models for how spacecraft

charge must be developed, the forces and torques that result from this charging must be estimated,

and the effects of these forces and torques must be studied.

Spacecraft charging is studied by finding both equilibrium and time-varying solutions for the

voltage. A major change with prior work is to use empirical models for the electron and ion flux

rather than Maxwellian models. This, coupled with a more realistic Secondary Electron Emission

(SEE) model, predicts that it is harder than previously thought for spacecraft to charge negative.

The charging equations are also solved for time varying solutions.

Electrostatic force and torque prediction is advanced using both analytic and numeric tools.

Analytic expressions for the force and torque on a geometrically complex object are presented,

which give novel analytical insight. Numeric studies include using the Method of Moments (MoM)

to create better-performing Multi-sphere Method (MSM) models. The MSM is also extended to

model conductors and dielectrics with good accuracy.

The orbital effects of charging are studied for both environmentally charged debris and the

ET. For charged debris, it is the electrostatic torque that matters since it can change the attitude
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and influence Solar Radiation Pressure (SRP). This perturbing force is comparable to an initial

attitude uncertainty. For the ET, the new charging model predicts that a few milliAmps of current

are needed rather than the few hundred microAmps of current predicted from prior work. Collec-

tively, these studies advance the frontier of knowledge in spacecraft charging, electrostatics, and

astrodynamics.
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Chapter 1

Introduction

1.1 Background and Motivation

Due to interactions with the space plasma environment and the sun, spacecraft can charge

naturally to negative 10s of kiloVolts. This charging has many bad effects such as arcing and

difficult-to-predict perturbations for uncontrolled space debris but can also be leveraged for touch-

less actuation. This dissertation studies the effects of passive charging on the orbits of passive

debris objects and the effects of active charging for the Electrostatic Tractor.

Although space is often thought of as being completely empty, it is actual full of plasma. In

Geosynchronous Earth Orbit (GEO), the plasma is hot and tenuous with densities near 1 particle

per cm−3 and thermal energies of a few keV. These electrons, ions and photons impact spacecraft

and can cause spacecraft charging. Because electrons are much lighter than ions, they move much

faster than ions with the same energy and many more of them impact a spacecraft which tends to

charge a spacecraft negative. However, solar photons cause photoelectric emission on the spacecraft

which is a positive current. Additionally, high energy electrons and ions can impact the spacecraft

and eject electrons which causes an additional positive current to the spacecraft. Artificial currents

from electron and ion guns are also considered for some scenarios. All of these currents contribute

to spacecraft charging, and can result in dramatic positive or negative voltages depending on the

environment. In GEO, most spacecraft float at +10 V in the sun most of the time, but the SCATHA

mission showed that charging naturally to -10 kV in Earth’s shadow is possible [6, 7] and the ATS-6

spacecraft set the record for charging at a measured -19 kV [8].
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Many concepts seek to harness and control this charging for novel missions. For instance,

a number of concepts have been proposed to purposely charge a spacecraft so that is pushed by

the Earth’s magnetic field through the Lorentz field to change its orbit without expending fuel

[9, 10, 11]. Some concepts propose running current through a long electrodynamic tether to for

propellentless orbital changes. Using the tether combines the velocity of the electrons due to the

tether current with the orbital velocity for a larger force. This tether can be deployed at end of life

and used to de-orbit spacecraft in LEO [12, 13].

Although charging can have advantageous uses if controlled, it can cause mission-ending dam-

age if it is not. If the spacecraft is not continuously conducting, different parts of the spacecraft can

charge to different levels and arc, which can cause mission-ending damage to spacecraft electronics.

For instance, the DSCS II, GOES 4, Fengyun 1A, MARECS A, Anik E1, Telstar 401, INSAT 2,

Tempo 2, PAS-6, and ADEOS - II missions were all lost due to spacecraft arcing related failures [4].

One particular case of arcing is a sustained arc, where the current from a solar panel continuously

powers an arc much like an arc welder rather than charging the battery [14]. Differential can also

artificially increase or reduce the flux of charged particles to a detector. High energy flux can harm

spacecraft electronics through Single Event Upsets (SEU) or Single Event Burnouts (SEB).

(a) Electromagnetic perturbations (b) MLI shown with layers exposed

Figure 1.1: MLI with charging perturbations

In addition to arcing, recent work by [2, 15, 16, 17] suggests that spacecraft charging can
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affect the orbits of lightweight debris objects such as the piece of Multi-Layer Insulation (MLI)

shown in Fig. 1.1. All spacecraft are subject to a number of small forces that perturb their orbits

from the closed-form conic section solution to the two body problem. At low altitudes, Earth’s

non-spherical gravity and drag strongly perturb certain orbits. Further out in GEO, all objects are

perturbed by lunar and solar gravity, and some High Area-to-Mass (HAMR) objects are strongly

perturbed by Solar Radiation Pressure (SRP) [18]. However, not all orbits are explained using just

the above perturbations, [19] reports some near-GEO debris objects which appear to accelerate

towards the sun during the propagation interval, which is impossible with only SRP disturbances.

The source of this discrepancy is speculated to be that these objects are interacting with Earth’s

magnetic field. Some of these unknown objects are thought to be torn-off pieces of Multi-Layer

Insulation (MLI) as discussed by [20]. Samples returned from the Hubble Space Telescope showed

cracks in areas of constrained loading, and [21] discuss a tendency of MLI to curl up when peeling

off.

While these pieces of MLI weigh only a few grams, they will have closing velocities of near

1 km/sec with objects in nominal GEO orbit if their inclination gets pulled up to ∼ 16◦ by the

moon’s gravity [22]. This represents similar momentum to a low-caliber bullet and if the debris

were to hit an operational spacecraft, it could easily damage sensors or solar panels. Understanding

the orbits of such debris objects is crucial to predicting and preventing collisions.

GEO is a very unique and valuable orbit - satellites in GEO do not move when viewed from

earth which makes them excellent platforms for telecommunications and earth observation. In

2011, all the civil, commercial, and defense assets in GEO were insured for $18.3 billion [23]. In

2016, the total value of all space assets (not just GEO) was estimated at $261 billion up from $177

billion in 2011 [24]. Assuming the insured value of GEO grows linearly with time gives an estimated

insured value for GEO assets in 2018 of over $30 billion. Alarmingly, of the 1369 tracked objects

in GEO in 2011, only 21% were controlled [23]. Worse yet, many of those uncontrolled objects are

not lightweight pieces of MLI, but rather multi-ton satellites that could cause even more damage.

Whereas natural forces such as atmospheric drag exist in Low Earth Orbit which will deorbit
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objects over time, no such forces exist in GEO and objects in orbit will remain indefinitely [25].

The number of active satellites in GEO is steadily increasing along with the number of mission-

related debris, such as rocket bodies or kick motors. The risk of collision has been identified as a

hazard for operational and future missions. In an effort to reduce the congestion in GEO, the Inter-

agency Space Debris Coordination Committee (IADC), an international governmental forum, has

established end-of-life disposal guidelines for satellites in GEO, recommending a minimum altitude

boost of at least 235 km be performed [26]. These guidelines, however, are only followed on a

voluntary basis by operators. End-of-life orbit-raising maneuvers can be costly and operators must

decide between extending operations and risking not being able to raise the orbit, or voluntary orbit

raising [27]. Further, there are often uncertainties in the remaining propellant mass and satellites

commonly do not achieve the desired altitude. Between 1997 and 2003, approximately 2 out of

every 3 retired satellites raised their orbit to an insufficiently high altitude or did not even try

[28]. More recently the compliance rate with GEO operators has improved where in 2013 the 20

satellites that reached end-of-life status were all attempted to be moved to the disposal orbit [29].

However, only 15 such disposal maneuver were fully successful.

This crowding of large, often school-bus sized objects creates the probability of collision,

which is expected to worsen with current launch and re-orbiting trends [30, 22]. Although much

orbital debris research focuses on the Low Earth Orbit (LEO) regime, Oltrogge shows that the

spatial densities in GEO can be as high as those in LEO [31]. Anderson [22, 30] determines that

given the imperfect mitigation efforts, the number of near-miss events near gravitational wells will

double in 50 years. Multiple studies conclude that mitigation measures must be combined with

active debris removal to ensure the long-term safety and usability of the GEO ring [32, 33, 23, 34].

The need for remediation was demonstrated on February 10, 2009 when the American Iridium

33 satellite collided with the Russian Cosmos 2251 satellite above Siberia as depicted in Fig. 1.2.

These two spacecraft had an altitude of 790 km and a closing speed of 11.7 km/s [35]. The collision

created at least 1,000 pieces of debris larger than 10 cm, and much more smaller debris. Although

Cosmos was defunct and could not have avoided the crash, Iridium was operational but its operators
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(a) Illustration of Iridium and Cosmos orbits before collision (b) Orbital debris created from Iridium-Cosmos
collision 1

Figure 1.2: Iridium-Cosmos collision

decided not to perform the maneuver to conserve fuel. This decision did not seem risky at the time

since the predicted miss distance between the two spacecraft was 584 m [36] and this was not even

in the top ten list of near misses for the week. Nevertheless, the two spacecraft did definitely collide

and much of the debris is still in orbit.

To reduce the collision probability, many concepts have been proposed to move GEO debris

into a graveyard orbit. Many studies propose using a net [37] or harpoon [38, 39, 40, 41] to capture

debris and then tug it to a higher orbit. A recent experiment launched from the International Space

Station performed on-orbit testing of net and harpoon systems [42]. Other studies investigate the

dynamics of the physical tether which must be able to withstand a high-force tugging [43, 44, 45].

These methods present a number of advantages and disadvantages. Once contact is made the tug

spacecraft can use its thrusters to raise the debris semi-major axis in only a few orbits. However,

even in the event the capture system hits the target, it may not fully capture it. The structural

integrity of retired satellites is uncertain and the debris is only pulled at a single point of contact,

so there is also a risk that the target object would breakup, thereby worsening the debris situation.

The number of objects which can be deorbited with this method is also limited by the number of

dispensables such as nets or harpoons on board the chief craft.

Other work focuses on developing robotic grapplers to interface with debris objects [46, 47,
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48, 49, 50]. Whereas the disadvantages of firing objects at the debris are avoided with this method,

it is extremely technically challenging and financially expensive to grapple with an uncooperative

object which may have unknown mass characteristics. Extremely close proximity operations are

also required, which carries a high risk of creating large amounts of additional debris in the event of

a mission failure. Again, the structural integrity of the debris may be unknown and solar panels or

antennas may break off during the grappling process. Finally, robotic arms cannot grapple objects

with rotations rates greater than a few degrees per second, whereas debris objects are commonly

rotating at 10s of degrees per second, so significant propellant mass may be required to match the

relative rotation rate of a tumbling object, thereby limiting the financial effectiveness of such a

mission [51, 52]. As another solution, missions have been proposed to distribute reorbiting kits,

add-on propulsion modules which would be attached via robotic arm and then provide the required

thrust for reorbit [53, 54]. Disadvantages of this method are the difficulty in placing the module

and the need for pointing control to provide the proper thrust vector as well as the “single use”

weight in each reorbiting kit.

Methods have been proposed for touchless detumbling of space debris, including electrostatic

actuation, laser ablation of surface material such that the resulting ejecta provides an impulse to

alter the target’s attitude [55], eddy currents in the target induced by a magnetic field generated

by a servicing craft [56], as well as the ion-shepherd method that employs the ion engine exhaust

to push the debris object [57, 58].

Another family of concepts use the Coulomb force between a pair of charged spacecraft to

exert touchless forces and torques. If a servicing vehicle irradiates a passive space object with an

electron beam, the servicer charges positive and the passive craft charges negative resulting in an

attractive Coulomb force between them. This force can be used for small orbital corrections in a

formation flying mission with negligible use of propellant [59, 60, 61, 62]. The concept has broad

applicability with propellent-free formation flying and docking or servicing.

One special case of this concept is the called the Electrostatic Tractor (ET) shown in Fig. 1.3

where a tug craft pulls a piece of space debris from geosynchronous orbit into a graveyard orbit
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Figure 1.3: Electrostatic Tractor concept of operations [3]

[63, 64, 3]. For two moderately sized spacecraft (3 m diameter) charged at ±20 kV, and separated

by 7 craft radii, the debris feels a 1.2 mN force that could raise its orbit by more than 5 km/day [65].

A tug craft equipped with an electron gun and low thrust motors could move defunct GEO satellites

to a graveyard orbit in a matter of months [65]. Additionally, spacecraft with non-symmetric charge

distributions will also feel and apply torques through this charging [66, 67, 68, 5]. This torque can

be used to touchlessly detumble non-cooperative space objects in a matter of days [69] depending

on the debris inertia and spin rate.

There are many separate challenges when studying how spacecraft charging, either natural

or forced, can affect spacecraft kinetics. For the purposes of this dissertation they can be though

of in three key steps as shown in Fig. 1.4. First, to what voltage does a spacecraft charge to in

the space environment both naturally or with electron and ion beams? Second, what are the forces

and torques on a spacecraft due to this charging? Third, how do these electromagnetic forces and

torques change the dynamics of a spacecraft? This work develops new insights in each of these

three categories. In combination with these three steps, there are also 2 main applications: first

the electrostatic tractor, and second the problem of lightweight charged debris. In total these three

steps and two applications divide this very large and onerous problem into six more tractable pieces

– the charging, forces, and orbital effects on lightweight debris and for the ET concept.
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Figure 1.4: Organizational chart for understanding the effects of spacecraft charging

1.2 Literature Review

1.2.1 Spacecraft Charging

Spacecraft charging started to receive considerably more attention from aerospace engineers

when spacecraft in orbit began to suffer electronic anomalies due to charging and arcing. Minnow

and Parker [4] curated a list of spacecraft charging related impacts to missions which is shown in

Fig. 1.5. In this counting, there have been 11 lost missions due to spacecraft charging with the

majority of these losses (8/11) at GEO. Due to these mission losses, much work has been devoted

to the topic [70, 71].

Because of spacecraft charging has its roots in plasma probe theory, and because of ease,

Maxwellian distributions are commonly used to model the space environment. While any plasma

at equilibrium should theoretically be a Maxwellian, laboratory and space experiments have not

shown this to be the case. While numerous theoretical and experimental studies have investigated

spacecraft charging in the presence of an electron beam [72], there is little work with high energy

electron beams. Additionally, all of these studies are for a single spacecraft attempting to control

its own potential rather than to control both its and a debris object’s potential as in the ET.

There has also been analysis of the charging aspect of the ET, starting with [73] which

includes photoelectron currents, ion and electron thermal currents, the electron beam and its re-
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Anomalies and Failures Attributed to Charging 
Spacecraft Year(s) Orbit Impact* Spacecraft Year(s) Orbit Impact* 

DSCS II 1973 GEO LOM Intelsat K 1994 Anom 

Voyager 1 1979 Jupiter Anom DMSP F13 1995 LEO Anom 

SCATHA 1982 GEO Anom Telstar 401 1994, 
1997 

GEO Anom/LOM 

GOES 4 1982 GEO LOM TSS-1R 1996 LEO Failure 

AUSSAT-A1, -A2, -A3 1986-1990 GEO Anom TDRS F-1 1986-1988 GEO Anom 

FLTSATCOM 6071 1987 GEO Anom TDRS F-3,F-4 1998-1989 GEO Anom 

GOES 7 1987-1989 GEO Anom/SF INSAT 2 1997 GEO Anom/LOM 

Feng Yun 1A 1988 LEO Anom/LOM Tempo-2 1997 GEO LOM 

MOP-1, -2 1989-1994 GEO Anom PAS-6 1997 GEO LOM 

GMS-4 1991 GEO Anom Feng Yun 1C 1999 LEO Anom 

BS-3A 1990 GEO Anom Landsat 7 1999-2003 LEO Anom 

MARECS A 1991 GEO LOM ADEOS-II 2003 LEO LOM 

Anik E1 1991 GEO Anom/LOM TC-1,2 2004 ~2GTO, GTO Anom 

Anik E2 1991 GEO Anom Galaxy 15 2010 GEO Anom 

Intelsat 511 1995 GEO Anom Echostar 129 2011 GEO Anom 

SAMPEX 1992-2001 LEO Anom Suomi NPP 2011-2014 LEO Anom 

*Anom=anomaly, LOM=Loss of mission, SF=system failure 
Spacecraft Anomalies and Failures Workshop, 24 July 2014 

7 

Figure 1.5: Historical list of notable spacecraft charging related deleterious effects [4]

sulting Secondary Electron Emission (SEE), but ignores SEE and backscattering from the thermal

currents. Only the beam and electron current are considered for the tug, which allows the tug

voltage to be found analytically. Later on, [74] used the same charging model but looked at the

effects of a geomagnetic storm which changes the space environment (still modeled by Maxwellian

distributions) on the performance of the ET and found only small changes to the ET performance.

Hogan and Schaub also looked at the normal variations in the plasma environment over an orbit

in [75] and found that although there is a more optimal solution which modulates the current and

energy of the electron beam over an orbit, a set current produces similar results. Stevenson and

Schaub also looked at the charge-up time in [76] for the electrostatic detumble which required

them not to find the equilibrium charging configuration but to numerically integrate the currents

through time. All of this work uses Maxwellian descriptions of the plasma environment, neglects

SEE and backscattering from the thermal currents, neglects backscattering from the electron beam,

and furthermore uses only one model of SEE which was developed in 1979 for micron-sized dust
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grains [77].

1.2.2 Electrostatic Force Prediction

Knowing what the Coulomb force will be between two spacecraft charged to arbitrary voltages

in the space environment is a complex problem. Most studies ignore plasma shielding as the Debye

length at GEO is considerably larger than the planned separation between spacecraft, and shielding

may be even less of an issue due to the high voltages [78]. Closed-form analytical solutions for the

Coulomb force exist for the special case of a point near an infinite plate in vacuum [79] using the

method of images, and a rapidly converging infinite series solution is given in [80] for two nearby

spheres. A necessarily less concise approach is given in [81] for the case of an arbitrary number of

spheres.

Numerical methods also exist for finding the Coulomb force in vacuum. Many commercial

electromagnetic FEA programs such as COMSOL and ANSYS have the ability to calculate Coulomb

force, but it is nearly always slower than realtime and is also very sensitive to the mesh. The Multi-

Sphere Method (MSM) was developed by Stevenson and Schaub [67] to address this issue. MSM

approximates a spacecraft as a collection of equipotential spheres and uses an elastance matrix to

calculate the charge on each sphere and then apply the Coulomb force law between each pair of

spheres. The radius and location of each sphere is tuned to match the force and torque predicted

by a higher fidelity FEA program. This approach differs from the Method of Moments (MoM)

which derives the location and capacitance of the nodes from first principles.

The MSM divides into Volume MSM (VMSM) and Surface MSM (SMSM). The guiding

principle behind SMSM is to place many spheres uniformly on the surface of the object and vary

the radius of all spheres so that the SMSM model has the same self capacitance as the object being

modeled [120]. This approach is much easier to set up than VMSM because there is no optimization,

but much slower to evaluate due to the large number of spheres. The optimization for a general

VMSM model has 4N free parameters for an N sphere MSM model which leads to very difficult

optimizations. Nonetheless, 2 sphere models deliver less than 2% error for general shapes [130].
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1.2.3 Electromagnetic Orbital Effects

The concept of electrostatic actuation was first explored as early as 1966 to inflate reflecting

membranes [82]. In the early 2000s, the concept re-gained popularity both with Coulomb and

Lorentz based schemes. Peck and others have proposed that the Lorentz force could be used to

change the orbits of earth-orbiting satellites with no propellent use [83, 84, 9]. Electrostatic charge

manipulation is also considered for cooperative spacecraft formation flying where each craft could

manipulate its own charge. Ion or chemical thrusters for position control are undesirable in close

proximity formations on the order or multiple craft radii due to the thruster plumes that can

impinge upon and contaminate other craft in the formation [85]. Forces on the order of tens of

milli-Newtons (corresponding to potential levels up to 20 kiloVolts and watt levels of power) are

found to be sufficient for maintaining High Earth Orbit formations of spacecraft with spacings

less than 100 meters, ideal for maintaining the sparse apertures needed for interferometry appli-

cations [85, 86]. These concepts for relative motion control are appealing, as they are effectively

propellantless, use less power than any available electric thrusters, and avoid potential contamina-

tion of nearby spacecraft that could be detrimental to delicate sensors. The dynamics and control

of such formations, which range from simple 2 craft formations to complex N -body configurations,

are discussed further in [62, 87, 88, 59, 89, 90]. The electrostatic tractor concept is first proposed

as a mechanism for debris reorbiting in GEO by Schaub and Moorer in 2011 [91, 92, 64]. The

electrostatic tractor has since been studied extensively as a way to touchlessly move GEO debris

safely to a graveyard orbit [64, 63, 93, 74, 94] as well as for asteroid deflection [95]. All previous

studies on the ET have focused on a constant beam current.

The orbital effects of charging on uncontrolled debris objects has gained traction in the last

few years. Früeh et. al. [2] were the first to publish results modeling the electrostatic charging

effects on HAMR objects. This initial work adds the Lorentz force and eddy torque to the more

standard list of perturbations for a HAMR plate. Including these two new effects changes the orbit

by nearly a tenth of a degree in inclination and 0.002 in eccentricity after only 12 hours. Paul and
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Früeh [15] model a sphere for which torques are not included and found much less dramatic results.

These two works have either attitude-dependent SRP, or a realistic charging model, but not both

at the same time. Additionally, they do not delve into the specific mechanisms by which charging

can affect the orbits, for which objects charging will play the greatest role, or compare the strength

of these perturbations to the natural spread from initial attitude.

1.3 Dissertation Outline

The proposed research advances all three of these categories. In the first category the charging

equations are solved numerically through time with SEE and backscattering currents accounted for

as well as a more realistic and modern model of SEE. Additionally, measured distributions for GEO

will be used rather than Maxwellian distributions. In the second category MSM is linked to MoM

to better understand how to place and size the spheres for general objects. MSM is expanded

to include modeling dielectrics. Additionally, closed-form analytic expressions for the Coulomb

force and torque between two conductors are developed using a binomial expansion. This provides

analytical insight for electrostatic actuation as opposed to strictly numerical methods. In the last

category, the performance of the ET is studied with the more realistic charging and storm models.

Higher-fidelity charging models are also used to study the orbits of lightweight HAMR debris, and

the specific mechanisms by which electrostatics can change the orbits are found. The objects for

which these perturbations are the most significant are categorized.

1.4 Contributions

The main contributions of this research are divided by topic and summarized below.

• Spacecraft Charging

∗ Time-varying solution to two-body active charging

∗ Inclusion of Secondary Electron Emission (SEE) and backscattering from environmen-

tal electrons
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∗ SEE from isotropic flux using modern SEE models

∗ Comparison of charging with Maxwellian vs. empirical flux models

• Electrostatic Force and Torque Prediction

∗ Closed-form analytic expressions for force and torque found for general conductors as

functions of the voltages

∗ Implementation of the Method of Moments and comparison to SMSM

∗ Modification of MSM to include dielectrics

• Electrostatic Orbital Effects

∗ Mechanism for orbit changes through charging found

∗ Comparison between attitude uncertainty and electromagnetic perturbations

∗ Pulsed electron beam analysis performed for ET

∗ Normalized charging model for ET created

1.5 Publications

The following journal and conference papers are the results of the work completed in this

thesis:

1.5.1 Journal Papers

• J. Hughes and H. Schaub, “Prospects of Using a Pulsed Electrostatic Tractor With Nominal

Geosynchronous Conditions,” IEEE Transactions on Plasma Science, Vol. 45, No. 8,

2017, pp. 1887–1897. doi:10.1109/TPS.2017.2684621

• J. Hughes and H. Schaub, “Spacecraft Electrostatic Force and Torque Expansions Yielding

Appropriate Fidelity Measures,” Submitted to Journal of Astronautical Sciences.

http://dx.doi.org/10.1109/TPS.2017.2684621
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• J. Hughes and H. Schaub, “Rapid Charged Geosynchronous Debris Perturbation Modeling

of Electromagnetic Disturbances,” Journal of Astronautical Sciences, Vol 65, No 2,

2018, pp. 135 – 156. doi:https://doi.org/10.1007/s40295-017-0127-3

• J. Hughes and H. Schaub, “Space Weather Influence on Electromagnetic Geosynchronous

Debris Perturbations Using Statistical Fluxes,” AGU: Space Weather, Vol. 16, No. 4,

2018, pp. 391–405. doi:https://doi.org/10.1002/2017SW001768.

• J. Hughes and H. Schaub, “Electrostatic Tractor Analysis Using a Measured Flux Model,”

Submitted to Journal of Spacecraft and Rockets.

• J. Hughes and H. Schaub, “Heterogeneous Surface Multi-Sphere Models using Method of

Moments Foundations,” In Preparation for Journal of Spacecraft and Rockets.

• J. Hughes and H. Schaub, “Rapid Modeling of Electrostatic Forces and Torques Considering

Dielectrics,” In Preparation for Acta Astronautica.

1.5.2 Conference Papers

• J. Hughes, and H. Schaub, “Appropriate Fidelity Electrostatic Force Evaluation Consid-

ering a Range of Spacecraft Separations,” In AAS/AIAA Spaceflight Mechanics Meeting,

Napa Valley, California, Feb. 14–18, 2016

• J. Hughes and H. Schaub. “Monte Carlo Analysis of the Pulsed Electrostatic Trac-

tor Strength,” In 14th Spacecraft Charging Technology Conference, ESTEC, Netherlands,

April 4–8, 2016

• J. Hughes and H. Schaub. “Charged Geosynchronous Debris Perturbation Using Rapid

Electromagnetic Force and Torque Evaluation,” In Advanced Maui Optical and Space

Surveillance Technologies Conference, Maui, Hawaii, Sep 20–23, 2016

• J. Hughes and H. Schaub. “Rapid Charged Geosynchronous Debris Perturbation Modeling

http://dx.doi.org/https://doi.org/10.1007/s40295-017-0127-3
http://dx.doi.org/https://doi.org/10.1002/2017SW001768
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Of Electromagnetic Disturbances,” In AAS Spaceflight Mechanics Meeting, San Antonio,

Texas, Feb 5–9, 2017

• J. Hughes and H. Schaub. “Spacecraft Electrostatic Force And Torque Expansions Yielding

Appropriate Fidelity Measures,” In AAS Spaceflight Mechanics Meeting, San Antonio,

Texas, Feb 5–9, 2017

• J. Hughes and H. Schaub, “Orbital And Storm Time Analysis Of The Pulsed Electrostatic

Tractor,” European Conference on Space Debris, ESOC, Darmstadt, Germany, April 18–21,

2017

• J. Hughes and H. Schaub, “The Impact of Space Weather on GEO Space Debris Orbit

Evolution,” Space Weather Workshop, Broomfield, Colorado, May 1–5, 2017.

• J. Hughes and H. Schaub. “Effects of Charged Dielectrics on Electrostatic Force and

Torque.” In International Workshop on Spacecraft Formation Flying, Jun 19–21, 2017

• J. Hughes and H. Schaub, “Effects of Space Weather on Geosynchronous Electromag-

netic Spacecraft Perturbations Using Statistical Fluxes,” AGU Fall Meeting, New Orleans,

Louisiana, December 11–15, 2017.

• J. Hughes and H. Schaub, “Electrostatic Tractor Analysis Using a Measured Flux Model,”

15th Spacecraft Charging Technology Conference, Kobe, Japan, June 24-29, 2017.

• J. Hughes and H. Schaub, “Rapid Modeling of Electrostatic Forces and Torques Considering

Dielectrics,” International Astronautical Congress, Bremen, Germany, Oct 1 - 5, 2018.



Chapter 2

Spacecraft Charging

This chapter answers the first of the three questions: How do spacecraft charge? A space

object is subject to many currents from the space plasma and the sun as shown in Fig. 2.1. The

main currents are the thermal electron and ion currents (Ie, Ii), secondary electron emission (SEE)

from both electrons and ions (ISEEe , ISEEi), electron backscattering (Ib), the photoelectric current

(Iph), and the beam current (Ibeam).

Figure 2.1: Major currents for a geostationary spacecraft

All these currents add together to change the charge of the spacecraft, which changes the

voltage, which in turn changes the currents. This Ordinary Differential Equation (ODE) is shown

in Eq. (2.1) and can be solved for a time varying voltage or an equilibrium voltage. Because the



17

charging time for spacecraft is so short, the equilibrium solution is sufficient in most cases.

Ie(φ) + Ii(φ) + ISEEe(φ) + ISEEi(φ) + Ib(φ) + Iph(φ) + Ibeam(φ) = 0 (2.1)

The first charging model developed in this study was in [96]. It included the thermal electron

and ion currents (Ie, Ii), secondary electron emission (SEE) and backscattering from electrons,

the photoelectric current (Iph), and the beam current (Ibeam). It used Maxwellian models for the

thermal currents, neglected SEE from incident ions, and used a SEE model from [97] assuming

normally incident electrons. Since the electron beam is pulsed at a fast frequency, the time-varying

voltage is found for two spacecraft by numerically integrating the ODE at each time step.

Next, a model for purely environmental charging is developed in [17]. This model has many

changes and is much more accurate. Rather than Maxwellian currents, this charging model uses

empirical fluxes provided by [98] to calculate the thermal currents, SEE, and backscattering. Ion-

induced SEE is included and a more accurate model for electron-induced SEE is used as well. Since

there is no pulsed electron beam and the environment changes slowly with local time, only the

equilibrium solution is needed.

The most recent and most accurate charging model is presented in [99]. This charging model

is based on that used in [100]. The main differences are that the beam current is included, the model

for electron induced yields is changed to the NASCAP-2k model [101], and all yields other than

that from the beam current assume isotropic flux rather than normal incidence. Since this paper

investigates pulsed electron beams with long pulse periods, the equilibrium solution is sufficient.

This chapter first discusses the plasma environment in which spacecraft charge with emphasis

on empirical vs Maxwellian distributions. Next, the models for all the major currents in Eq. (2.1) are

described. For brevity, only the most recent current models which are used in [99] are presented.

Finally, solutions for both the time varying, from [96], and equilibrium solutions for both the

environmental [17] and ET [17] are presented.
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2.1 The Geosynchronous Orbit Charging Environment

The geosynchronous orbit regime lies near the boundary between the inner and outer mag-

netosphere at a radius of ∼6.6 Earth radii or 42,164 km. The motion of the plasma in the inner

magnetosphere is governed mainly by curvature and gradient drift, while the outer magnetosphere

transitions to the global magnetospheric convection cycle. For the purposes of spacecraft charging,

the electron and ion populations are often approximated as single or double Maxwellian distribu-

tions.

In early analysis of charging for the ET, [73, 74, 75], electrons were modeled by a single

Maxwellian with nE ∼ 1 cm−3 and kTE ∼ 1 keV and ions by a single Maxwellian with nI ∼ 1

cm−3 and kTI ∼ 50 eV. In contrast, the spacecraft charging community often uses much hotter

distributions for both ions and electrons with temperatures in the 10s of keV for electrons and near

30 keV for ions [102].

Denton et. al. [98] present an empirical model that uses 82 satellite-years of observed

electron and ion flux data. Both populations are measured by Magnetospheric Plasma Analyzers

(MPAs) on board multiple Los Alamos National Labs (LANL) satellites. The MPAs are capable of

measuring the flux between 1 eV and 40 keV in three spatial dimensions every 86 seconds. All of

this data is tagged with local time (LT ), KP index, and solar wind electric field (vBz), which allows

interpolation on a variety of cases. The model allows users to specify three inputs (Energy, LT ,

and KP or vBz) and outputs the mean, median, and percentile flux values. This work considers

a calm case where KP = 2− and a severe storm with KP = 8. Because the flux is only measured

between 1 eV and 40 keV, it is not a complete picture of the environment since there is flux at

both higher and lower energies. Also, the measured electron flux at low energies is a combination of

the natural space environment and the secondary and photoelectrons generated by the spacecraft

itself. Additionally, because the spacecraft is sometimes negative, it will turn away environmental

electrons with less energy than the spacecraft’s voltage. These two effects both obscure the true

environmental electrons below ∼ 100 eV. These contaminations of the electron data and the missing
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data above 40 keV and below 1 eV are sources of error. For instance, the total density of electrons

in the late night sector at KP = 2- is slightly less than 1 cm−3, but the ion density is between

2 and 4 cm−3. If this were true it would seriously violate the principle of quasi-neutrality, which

indicates that around 1-3 cm−3 of electrons are not counted in this dataset.

To investigate the sensitivity of the following charging analysis to a missing population of

electrons, intermediate results were computed with an added Maxwellian population with low

density (10−5 cm−3) and high temperature (200 keV) [103], as well as a dense (0.1 cm−3) and cold

(5 eV) population. The tenuous population makes no significant difference to the charging, but the

dense and cold one does reduce the charging.

The statistical mean electron fluxes for GEO are shown in Fig. ??, with the yellow sheet

indicating KP = 2− and the blue sheet for KP = 8. For the calm condition, the flux monotonically

decreases with energy and is fairly smooth with respect to local time. The storm flux is higher

nearly everywhere and has a definite hump ∼1 keV, and a dramatic trough near local noon. There

is also a lot more noisy texture with respect to local time.

The ion fluxes are shown with the same colors indicating the same KP indices in Fig. ??. The

ion fluxes are more flat with respect to energy than the electron fluxes, but have a more distinct

peak at low energy. Once again the storm flux is higher and more textured with respect to local

time, although the low energy flux is lower during a storm except for a very sharp peak at local

noon.

Table 2.1: Space environment fits

nE (cm−3 TE (keV) nI (cm−3 TI (keV)

NASA
worst case 1.1 12 0.24 29.5

ATS - 6 1.2, 1.2 16, 1 0.24, 0.00882 29.5, 0.111

Sept. 4 0.3, 0.2 4,7 0.3, 0.2 4,7

In Fig. 2.2, the electron and ion flux is compared to the single and Bi-Maxwellian fits used by

NASCAP-2k [102] and shown in Tab. 2.1. Fig. 2.2a shows the flux predicted by the three default
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options for electron flux at GEO alongside two traces from the empirical model - the upper one

is chosen as a harsh charging condition (KP = 8, LT = 6) and the lower one as a mild condition

(KP = 2−, LT = 18). The empirical model predicts significantly higher flux at low energies (which

may be due to photoelectrons), similar flux at medium energies depending on the KP and LT , and

lower flux at higher energies above 10 keV than the Maxwellian fits.
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(a) Electron comparisons
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(b) Ion comparisons

Figure 2.2: Ion and electron fluxes at GEO as well as commonly used Maxwellian fits

For aluminum assuming isotropic electron flux, any flux between 120 eV and 6 keV produces

more than one secondary electron and contributes to positive charging rather than negative charg-

ing. This “positive zone” is greyed out in the plot and sees more flux relative to the high energy

zone above 6 keV in the empirical model than the Maxwellian models, which has implications for

the net yields.

The empirical ion flux is compared to the same Maxwellian fits shown in Tab. 2.1 in Fig. 2.2b.

The empirical trace with the large low energy spike corresponds to KP = 8, LT = 13 and the other

to KP = 2-, LT = 2. The empirical model predicts more flux everywhere than the Maxwellian

models, especially at low energies. Additionally, the calm fluxes are much more flat in the empirical

model. In the storm condition at local noon, there are two very distinct populations predicted by

the empirical model, one with energy near 50 eV, and the other is much more spread out with an
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energy range of 1-20 keV.

A fundamental property of a Maxwellian fit when plotted on a log-log scale is it’s shape - It is

always a hump with a shallow slope at low energies and steep slope at high energies. Changing the

density moves it up and down, and changing the temperature moves it left and right, but neither

of these properties change its width. Adding multiple Maxwellian populations with similar energy

can approximate a wider peak, but there is no way to produce a narrow peak as is seen in the

empirical storm flux at LT = 13 using Maxwellian distributions.

2.2 Spacecraft Charging

The environmental electron and ion flux that impacts a spacecraft can charge a spacecraft

as well as cause SEE. These plasma currents add to the photoelectric current and any electron or

ion beams to change the charge on a spacecraft. Each of the major currents are detailed below.

2.2.1 Electron and Ion Thermal Currents

Electrons and ions impact the spacecraft, electrons causing a negative current and ions steal-

ing an electron and causing a positive current. For a flux distribution over energy F (E), the current

is

I(φ) = q02πA

∫ ∞

L

(
E

E ± φ

)
F (E ± φ)dE (2.2)

where q0 is the particle charge, A is the area exposed to the plasma, and φ is the spacecraft

potential. The lower bound of the integral L is 0 for the repelled particle, and |φ| for the attracted

particle. Ions take the upper sign and electrons take the lower.

2.2.1.1 Maxwellian Distributions

At equilibrium all plasmas should theoretically have a Maxwellian distribution of speed. The

resulting differential flux from this distribution is given by

F (E) = n

√
q0

2πmkT

E

kT
e
−E
kT (2.3)
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where n is the density of the plasma, q0 is the fundamental charge, m is the particle mass, and kT

is the thermal energy of the plasma in units of eV. Typical Maxwellian parameters for GEO are

given in Tab. 2.1 and are shown graphically in Fig. ??. If this distribution is used in the current

integral in Eq. (2.2), the following elegant analytic expressions are found:

I(φ) =





I0(1 + q0φ
kT ) Attracted

I0e
q0φ/kT Repulsed

(2.4)

where I0 is the current that the object draws with no voltage. This is given by

I0 = nq0

√
8kTq0

πm
(2.5)

These simple formulas predict a linear increase in current with voltage for the attracted particle

and an exponential decay in current from the repulsed particle.

2.2.1.2 Empirical Flux

Although Maxwellian distributions are popular and easy to use, they do not always fit the

observed data well, as shown in Sec. 2.1. If measured flux distributions are used, these integrals are

done numerically using an adaptive quadrature integration program that uses linear interpolation

on the flux data. The flux data is logarithmically spaced in 40 increments for KP = 2- and 50

increments for KP = 8 as shown in Figs. ?? and ??. The lower bound for the attracted particle is

|φ|+ 0.1 V to avoid a mathematical singularity, and since data for F (E) only exists up to 40 keV

for the distributions used, the upper bound is taken as 40, 000 V + φ. To counteract some of the

enrichment of the low energy electron flux by photoelectrons and secondary electrons created on

the spacecraft, the electron flux at all energies lower than 50 eV is reassigned to the flux at 50 eV.

2.2.2 Secondary Electron Emission

When an electron or ion impacts a material, it deposits much of its energy in the first few

nanometers of the material. Some of this energy goes into freeing electrons near the surface which



23

can escape the material. This phenomena is referred to as Secondary Electron Emission (SEE)

and can significantly reduce the net electron thermal current and amplify the ion thermal current.

Additionally, there is a chance that an electron bounces off the material rather than sticking. This

phenomena is called “backscatter”. The probability that an electron backscatters is given by η, the

expected number of secondary electrons generated by a single incident electron is typically given

by δ, and the total yield as Y = η + δ. Since the total yield is a function of energy, it must be

integrated over the distribution to find the current:

I(φ) = q02πA

∫ ∞

L
Y (E)

(
E

E ± φ

)
F (E ± φ)dE (2.6)

Rather than calculating the actual current, the mean yield < Y > is typically used which is the

effective yield for a particular distribution.

< Y >=
IY
I

=

∫∞
L Y (E)

(
E

E±φ

)
F (E ± φ)dE

∫∞
L

(
E

E±φ

)
F (E ± φ)dE

(2.7)

The mean yield is a function of the distribution and the spacecraft voltage φ which shifts the

distribution. Even if Maxwellian distributions are used, this integral must be done numerically

using the same adaptive quadrature integration program. The SEE function δ for both ion and

electron impact as well as the backscattering function η are discussed next.

2.2.2.1 Electron-Induced SEE

The electron-induced SEE yield is typically small at low landing energies, then it rises to

a large value for intermediate energies around a few hundred eV, then falls back to a small yield

for keV energies. There have been numerous different models for SEE, and considerable tuning in

those models. The NASCAP-2k model [101] for electron-generated SEE as a function of landing

energy (E) and angle (ψ) is used with ψ = 0◦ for the electron beam and a modification [104] to
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account for isotropic flux (δI) for the environmental currents:

δ(E,ψ) = C
1− e−Rα cos(ψ) sec(ψ)

α(b1q1Eq1−1 + b2q2Eq2−1)
(2.8)

δI(E) = 2CE
Rα− 1 + e−Rα

(Rα)2
(2.9)

where R = b1E
q1 + b2E

q2 is the range of the electrons in the material. For Aluminum b1 = 154 Å,

b2 = 220 Å, q1 = 0.8, and q2 = 1.76, assuming the landing energy E is in keV. The parameters C

and α are hand tuned to C = 9.9808, α = 3.0486e8 in order to match the peak yield and energy

(for incident flux) of 0.97 and 400 eV.

2.2.2.2 Ion-Induced SEE

Ions may also cause SEE, and for many materials the number of secondaries caused by ions

is much larger than that caused by electrons. In this analysis the two parameter Nascap-2k model

[101] for isotropic flux is used:

δ(E) = 2
βE1/2

1 + E/EM
(2.10)

Where E is the energy in keV, and for aluminum β = 1.36 and EM = 40 are fitting parameters. To

get the mean yield, this function must be integrated alongside the ion flux as shown in Eq. (2.7).

2.2.3 Electron Backscattering

Backscattering occurs when an electron is reflected from the spacecraft rather than absorbed.

Once again there are numerous models for this phenomena but the only one presented here is the

NASCAP-2k model for energy-dependent backscattering [101]. First the albedo for normal (AN )

and isotropic (AI) flux are calculated:

AN = 1− (2/e)0.037Z (2.11)

AI = 2
1− η0(1− log(η0))

log(η0)2
(2.12)
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and then either are multiplied by a string of Heaviside step functions that account for low energy

cases

η(E) =

(
H(1− E)H(E − 0.05)log( E

0.05)

log(20)
+H(E − 1)

)(
e−E/5

10
+A

)
(2.13)

Where E is the landing energy in keV, H(x) is the Heaviside step function, log is the logarithm with

base 10, and Z is the atomic number of the material (aluminum in this analysis). The formulas

above can be added to produce the total yield Y (E) = η(E) + δ(E) for monoenergitic electrons.

2.2.4 Mean Yields

Putting all of this together, the mean yield < Y > is shown in Fig. 2.3 as a function of local

time using the empirical model for flux as well as the three chosen Maxwellian fits for a spacecraft

at 0 V.
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Figure 2.3: Mean yields to an uncharged spacecraft using various environmental models

The yields computed using Denton’s model for flux are much higher than those from the

Maxwellian distributions - this is due to the difference in flux in the “positive zone” from 120 eV

and 6 keV shown in Fig. 2.2. As a function of local time, the yield in both storm conditions dips
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below 1 for a new hours near local noon at KP = 8. In all other conditions, the yield is larger than

one, which means that the net electron current is positive, and no charging can occur.

In Reference [105], Ferguson et. al. propose that flux above 9 keV is the best proxy for

charging, adding that charging will often occur if there is more than 4e8 electrons/cm2/s above 9

keV. The empirical model predicts flux higher than this threshold when KP = 8 at local times of 6

and 22 (12e8 and 11e8 electrons/cm2/s of flux, respectively), but the isotropic aluminum yields for

both of these instances are above 1, which prohibits any charging. This disagreement between the

two models could be for many reasons. It is possible that averaging the flux misses some subtleties

that affect the charging. For instance, a very hot but tenuous population one day and a very dense

but cold population the next day will average to a flatter population and predict no charging on

average, even though on the first day there would definitely have been charging.

To investigate the voltage dependency of the mean yields, the above formulas for SEE and

backscattering are inserted into Eq. (2.7) to calculate < Y > for electrons and ions as a function

of both space weather and local time for both space weather conditions using the empirical flux

model. This is shown in Figs. 2.4a and 2.4b.
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Figure 2.4: Electron and Ion yields for aluminum

Fig. 2.4a shows the electron yields for stormy and calm space weather conditions. The effective
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yield is zero for a positive craft since although secondaries are generated, they are re-collected by

the craft. The yield is always less than 1, but it gets very close for low voltages where there are

still a lot of low energy particles. The dependence on local time is much more dramatic during

the storm, which matches the higher dependence for the flux. At local noon, the storm yields

are lowest, which matches the depleted low energy section of the flux. Although the local time

dependence for the flux is low in the morning and afternoon/night sectors in the flux, the yields

have high dependence there.

Fig. 2.4b shows the ion yields, which are much higher than the electron yields, although since

the incident ion flues are much lower this current is smaller than the electron-induced yields. There

is a huge dip around local noon for the storm case, just as with the electron yields. Since the peak

for ion-induced SEE is at much higher energies in the keV range, this matches the increase in low

energy ions and decrease in high energy ions observed around local noon.

2.2.5 Photoelectric Current

Energy from the sun can energize electrons in the first few nanometers of the spacecraft so

that they leave the surface. The fraction that have enough energy to escape the potential well of

the spacecraft cause a net positive current given by [70]:

Ip =





jphAe
−qφ/kBTph φ > 0

jphA φ ≤ 0

(2.14)

Where jph is the photoelectron flux, A is the cross-sectional area, and kBTph is the thermal energy

of the ejected photoelectrons. For aluminum, kBTph = 2 eV and jph = 40 µA/m2. For a negative

spacecraft this current is constant, and for a positive spacecraft it quickly vanishes.

2.2.6 Beam Current

The electron beam will only escape the potential well of the tug and cause any charging if

it has sufficient energy. If it has enough energy to escape the well of the tug, but not to reach the
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debris, it will deflect and fly off into space and cause a net current on the tug but not the debris.

Finally, if the beam is energetic enough it will reach the debris and cause a negative current. This

is shown in Eq. (2.15):

IT = 0, ID = 0 E < q0φT (2.15)

IT = Ibeam, ID = 0 q0φT < E < q0(φT − φD) (2.16)

IT = Ibeam, ID = −Ibeam E > q0(φT − φD) (2.17)

where IT and ID are the currents to the tug and debris, Ibeam is the current that actually comes

out of the electron gun, and E is the energy of the electron beam.

The yield for the electron beam is calculated assuming normal incidence and from the landing

energy LE = q0(Vb − φT + φD) where Vb is the accelerating voltage of the beam, and φT and φD

are the potentials of the tug and debris respectively. In reality, the debris may be rotating so the

angle of incidence will change as the angle between the beam and the debris surface changes, which

will reduce the effectiveness of the beam.

2.3 Time-Varying Charging Solutions

In [96], a simpler charging model then the one presented above is developed and is used

to propagate the charges of two neighboring spacecraft through time. The charging model uses

Maxwellian models for the thermal currents, neglected SEE from incident ions, and used a SEE

model from [97] assuming normally incident electrons. Since the charging model is outdated it

is not presented but the high level results are. The historically curious reader is referred to the

original paper.

The concept of pulsing the electron beam is investigated because it could offer higher forces

for the same power as a continuous beam. Additionally, it opens windows of opportunity where

measurements can be taken without interference of the electron beam. The physical explanation of

the average pulsed force being higher than the continuous force for equal power is that the average

pulsed force is decreased linearly by the duty cycle but increased quadratically. As an example
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consider two equal power beams applied in a vacuum, one continuous and one pulsed at a 50%

duty cycle. Since the pulsed beam is only running half the time, it can draw twice the power in the

time that it is on. If it uses this extra power to double the voltage, it can double the charge stored

on each craft. Since the force is roughly proportional to the product of the two charges, it will

increase by a factor of four while the beam is on, and decay to zero in other half of the time. This

results in an average force that is more than twice the continuous force in this simple vacuum case.

However, in a plasma the situation is more complex. The current required to achieve a potential

is increased at higher voltages to offset the increased current from the plasma. Further, it takes

some time for the large space objects to charge to their stead-state values. In contrast to the earlier

continuous beam ET studies, the time-varying charging equations must be considered. The result

is a complex set of competing conditions which are investigated in this section.

Since the currents directly change the charge of each craft, not the voltage, a mapping between

voltage and charge is needed. The voltage of each spacecraft is a function of its own charge and

the charge of nearby spacecraft. Assuming two spherical spacecraft separated by ρ which is much

larger than the debris and tug spacecraft radii RD, RT, the relation becomes [106]:


φT

φD


 =

1

4πε0




1/RT 1/ρ

1/ρ 1/RD






qT

qD


 (2.18)

Here φT and φD are the absolute potentials and RT, RD are the effective radii of the tug and debris,

respectively. This relationship is used at each time step to calculate the voltages which are then

used to calculate the currents.

A numerical simulation is developed to find the currents as a function of both the spacecraft

charge levels and time. This is used to propagate the charge on the tug and debris spacecraft

[qT, qD]T through time using an RK4 integrator. This is shown explicitly below:


q̇T

q̇D


 =




∑
IT(φT, t)

∑
ID(φD, t)


 (2.19)

Auxiliary variables of φ(t) = [φT (t), φD(t)]T and F (t) are also recorded. An example case [107]

is run with an absolute tolerance of 10−9 corresponding to 1 nC, and a relative tolerance of 10−3
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Figure 2.5: Voltage and charges for pulsed and continuous beams. The tug is red, the debris blue,
and pulsed beams are dashed lines while continuous beams are continuous lines

corresponding to about 3 significant figures. The timespan of integration is 0.2 seconds for the

continuous cases, and 3 pulse periods for the pulsed cases. The charge, voltage, and force history

are computed for an example pulsed and continuous case with VB = 23.9 kV and IB = 536µA for

the continuous case, and d = 0.5, VB = 42.25 kV, and IB = 758µA for the pulsed case. Both of

these sets have an average power of 16 Watts.

The voltage and charge history are shown for pulsed and continuous cases in Fig. 2.5. The

continuous cases have continuous lines while the pulsed have dashed lines. The tug is red and the

debris is blue in all the voltage and charge plots. When the beam is on, the pulsed voltage, charges,

and force are all higher than the continuous beam, but once the beam turns off all of these decay

to zero. Since the force is proportional to the product of the charges, its increase during the time

the beam is on outweighs the decrease in the average force during the time the beam is off. In this

example the pulsed force (not shown) is 8% higher.
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2.4 Equilibrium Charging Solutions

For many charging scenarios the environment changes slow enough that the spacecraft to

always be assumed to be at the equilibrium solution. Referencing Fig. 2.5, the spacecraft reaches

its equilibrium in a few 10s of milliseconds. As long as the currents change slower than that, the

spacecraft can be assumed to be at the equilibrium solution without introducing large errors. If

the pulse period of the electron beam is increased to 100s of ms or longer, the pulsed ET can be

analyzed using only the equilibrium voltages. If the electron beam is removed, this process can also

be used to analyze environmental charging of debris.

2.4.1 Electrostatic Tractor Equilibrium Charging

The current balance equation (Eq. (2.1)) is solved for different local times and different net

beam current densities using the empirical flux model. The beam current density is computed as

the actual beam current (which would actually be directed in a small spot) divided by the total

surface area of the spacecraft. For the debris, this current must be reduced using the yield. The

photoelectric current is only applied on 1/4 of the total surface area, since the cross sectional area

of a sphere is 1/4 the total area. This normalization allows the spacecraft charging calculations to

be done once and then interpolated to cover a wide variety of cases. These voltages are shown in

Fig. 2.6.

Figure 2.6a shows the equilibrium voltage at KP = 2− computed using the empirical model.

The upper sheet represents the tug for which the beam is a positive net current, and the lower

sheet represents the debris for which the beam is negative. The most obvious trend is that it takes

less beam current to charge negative than positive. Next, at low beam currents it is very hard

to charge negative. This is because the photoelectron current very effectively resists any negative

charging until it is overwhelmed by the beam. It is easiest for the tug to charge positive in the late

night sector, and easiest for the debris to charge negative near local midnight.

Figure 2.6b shows the tug and debris equilibrium voltages in the same format, but for KP = 8.
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(a) KP = 2− (b) KP = 8

Figure 2.6: Equilibrium voltages for tug and debris at different local times and beam currents
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There is a lot more variation over local time during a storm - the tug can charge positive very easily

near local noon and has a difficult time everywhere else. The debris has a much more complex trend

across local time, but it experiences both more and less charging than the calm case at different

local times.
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Figure 2.7: Equilibrium voltage comparison

Figure 2.7 compares the equilibrium voltage found the empirical model with that from using

the Sept. 4 Bi-Maxwellian fit, a single Maxwellian fit used in prior charging analysis of the ET, and

the SCATHA data. The empirical voltages are shown as colored blocks that encompass the curves

at all local times with yellow and blue representing the calm and stormy condition. The increased

variation over local time at KP = 8 can clearly be seen in this format. The Sept. 4 model uses

the Bi-Maxwellian fit presented in Tab. 2.1 and predicts more positive charging than the empirical

model at either storm condition at high currents. It also predicts a much more negative voltages

for the debris once the current overpowers the photoelectron current (10 µA/m2 = jph/4). This

is because the ion populations are very hot which reduces the ion current significantly. The fit

from prior work uses the parameters from Hogan and Schaub [74] and due to the much lower ion

temperature it predicts a less extreme voltage for the debris past the photoelectric cutoff. The
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SCATHA data is taken from [108] where the spacecraft emitted a electron beam and charged itself

up to 3 keV. Since the charging was often limited by the energy of the beam, the spacecraft voltage

at that beam current might be even higher if the beam energy was increased. The surface area of

SCATHA, if approximated by a cylinder, is 13.5 m2 [109]. SCATHA is made from many different

materials with different SEE parameters and is also spinning which changes the sunlit area as a

function of time, thus, these data points are provided more as an order of magnitude estimate.

The charging models based on Maxwellian flux, empirical flux, and the SCATHA data all

have sources of error. For the purposes of the ET, which takes a few months to tow a debris object

out of GEO, the empirical flux data changing model is used because it provides a better estimate

of the average space weather that would be encountered on such a multi-month trip. It is worth

noting that all three classes of models predict similar trends in performance.

2.4.2 Debris Equilibrium Charging

For the case of a thin and rigid piece of torn MLI, the photoelectric current will be attitude

dependent since it will not always present the same area to the sun. This effect is captured by

adding a cosine term to the earlier equation:

Ip =





jphA cos(θ)e−qφ/kBTph φ > 0

jphA cos(θ) φ ≤ 0

(2.20)

where θ is the angle of incidence.

Equation (2.1) can be solved at each local time and each sun facing angle θ to provide a

look-up table to interpolate and determine the voltage of both plates at any point in the orbit.

Assuming the voltage to always be at the equilibrium value is justified since the charging time is

very short compared to the orbit time.

Figure 2.8a shows the equilibrium voltage for aluminum as a function of local time and

sun incidence angle. An angle of 90 or greater indicates that the object is shaded, and has no

photoelectric current. Most of the charging happens in the absence of sunlight, and in the early



35

0-200

24

-150

-100

18 45

-50

0

9

50

1 90

(a) Equilibrium voltage at KP = 2−

0-2000

24

-1500

-1000

18 45

-500

0

9

500

1 90

(b) Equilibrium voltage at KP = 8

Figure 2.8: Equilibrium voltage as a function of sun incidence angle and local time

morning sector when LT is between 0 and 6. This matches intuition as high energy electrons cluster

in that region due to their drifts. The most negative voltage occurs when the spacecraft is entirely

shaded and at a local time of 5, and is -170 V. For θ < 88◦, the voltage varies between 5 and 10 V

positive as expected for a sunlit object in calm space weather.

Figure 2.8b shows the equilibrium voltage in the same format as Fig. 2.8a but for the stormy

condition of KP = 8. Again, most of the charging occurs for shaded or almost shaded angles,

although the minimum angle moves down by a few tenths of a degree. The charging occurs in the

early morning sector, but also very dramatically in the late night sector where LT is between 20

and 24. The charge levels are much lower here as well, dropping to -1.9 kV at LT = 6 and -1.8 kV

at LT = 22. Additionally, the voltage stays below -1 kV for the entire sector between LT = 20 and

24. There is good intuition for the existence of high charging in the early morning sector due to

the electron drift, but the strong charging in the late night sector is unexpected.

Even at this high KP index, there is still not enough flux in the high-energy region where

the yield is low to cause very severe charging. Once again, the fully sunlit voltages range between

5 and 10 V positive. Each sheet is assigned the voltage corresponding to the LT, and its sun angle

θ since the plates are not electrically connected. This means that one plate is always shaded while
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the other is always sunlit.

These results for voltage must be taken with a grain of salt as they depend on a number

of parameters. Firstly, the photoemission for aluminum is chosen as the round number of 40

µA/m2 to match that used by Nascap-2k. Second and most importantly, the model parameters for

electron-induced SEE have a good amount of variability. The max yield used here of 0.97 and in

Nascap-2k is reported as 2.0 by [97] and found experimentally to be near 2.5 by [110]. Additionally,

Balcon et. al. found that the SEE parameters had strong dependence on the angle of incidence (an

electron that has grazing incidence creates more secondaries since it deposits more energy close to

the surface where the secondaries have a better chance or escaping). There is also dependance on

the surface condition (smooth or rough) and the temperature of the sample. This work also only

considers normally incident flux.

If a maximum yield of of 2.0 is used, the voltages range from 0 to 17 V positive even in

shade. This is because the net electron yield is greater than 1, and the instant the spacecraft starts

to charge negative the SEE current turns on and pushes it back to positive since the secondary

electrons can now escape the system.

2.5 Spacecraft Charging Conclusions

This chapter answers the first of the three questions: How do spacecraft charge? A space

object is subject to many currents from the space plasma and the sun. The main currents are

the thermal electron and ion currents, secondary electron emission from both electrons and ions,

electron backscattering, the photoelectric current, and possibly the beam current. All these currents

add together to change the charge of the spacecraft, which changes the voltage, which in turn

changes the currents. This Ordinary Differential Equation (ODE) can be solved for a time varying

voltage or an equilibrium voltage.

The time varying voltage is needed when the currents change on the order of 10s of mil-

liseconds or faster, and the equilibrium voltage is sufficient if the changes are slower then that.

Solutions are presented for both time varying and equilibrium voltages.



Chapter 3

Electrostatic Force and Torque estimation

This chapter assumes knowledge of the voltages and answers the question, “what are the forces

and torques due to this charging?”. This chapter is structured by first discussing plasma shielding

at GEO, then discussing analytic force and torque expressions, and then moving to numerical

solutions. The numerical solutions are divided into Method of Moments inspired models with lots

of spheres and Volume MSM models for spacecraft with both conducting and dielectric parts.

3.1 Plasma Shielding

A charged object in a plasma will develop a sheath around it. This sheath contains oppositely

charged particles and reduces the E field surrounding the charged object or the force between two

charged objects. In all presented work, this effect is ignored and the Coulomb force law is used:

F =
QTQD
4πε0ρ2

(3.1)

Prior work [78] has shown that the effect of plasma shielding is very small, typically less than

1%, for the small separations considered. However, on rare occasions very dense plasma can make

its way into GEO in the afternoon sector [111] and this would introduce significant shielding and

make charging much more difficult.

3.2 Appropriate Fidelity Measures

Analytical formula for the electrostatic two-body problem are found for the special case of

two conducting spheres using the Method of Images [80, 112, 113]. If the bodies are not spherical,
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the multipole expansion method can be used to find the electric potential in the vicinity of a charge

distribution by expanding the charge distribution in powers of 1/R [80]. The potential energy of

two charged molecules can also be found and differentiated with respect to position attitude to

find force and torque [114]. These expansions use terms similar to the inertia integrals for gravity

used by Hou [115]. The conference paper cited in Reference [116] introduces a similar method for

finding the electrostatic force and torque between two charged spacecraft, but differs in that it does

not find the potential but finds the force and torque directly. This method for predicting force and

torque is called the Appropriate Fidelity Measures (AFM) method, named for the measures of the

charge distribution that appear due to the appropriate fidelity truncation of the binomial series.

Figure 3.1: Coordinate system for inter-craft derivation

Consider two charged, conducting neighboring spacecraft as is shown in Figure 3.1 with a

known charge distribution. They each experience a force and torque due to the other’s charge.

The force and torque on body 2 is found by integrating the differential force, which is a function

of body 1’s charge distribution, across body 2.

dF2 =
dq1dq2R

4πε0R3
(3.2)

where R points from dq1 to dq2. The separation vector is expressed from body vectors and a vector

between the center of mass of each body R = Rc + r2 − r1. Using this substitution makes the
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differential force

dF2 =
dq1 dq2 Rc + r2 − r1

4πε0 ||Rc + r2 − r1||3
(3.3)

Where ε0 is the permittivity of free space, ε0 ≈ 8.854187 ∗ 10−12 F/m. The differential force

is approximated by binomially expanding the denominator and truncating higher-order terms on

the assumption that the body radii (r1 and r2) are small compared to their separation (Rc).

1

||Rc + r2 − r1||3
= (R2

c + r2
1 + r2

2 + 2(Rc · r2 −Rc · r1 − r2 · r1))−3/2 (3.4)

=
1

R3
c

[
1 +

(
r2

2

R2
c

+
r2

1

R2
c

+
2

R2
c

(Rc · r2 −Rc · r1 − r2 · r1)

)]−3/2

(3.5)

Expand the denominator to second order using a binomial series (1 + x)−3/2 ≈ 1− 3
2x+ 15

8 x
2 and

reassemble to approximate the differential force as:

dF2 =
dq1 dq2

4πε0R3
c

(Rc + r2 − r1)

(
1− 3r2

1

2R2
c

− 3r2
2

2R2
c

− 3(Rc · r2 −Rc · r1 − r2 · r1)

R2
c

+

15((Rc · r2)2 + (Rc · r1)2 − (Rc · r1)(Rc · r2))

2R4
c

)
(3.6)

This differential is integrated over the entire body to obtain the net electrostatic force on this object,

or crossed with the body position vector and integrated over the body to obtain torque. Just as

moments of the mass distribution play a key role in solving the gravitational two-body problem

[115], moments of the charge distribution play a key role in predicting electrostatic force and torque.

Three especially important moments of the charge distribution are identified and named here:

Q =

∫

B
dq q =

∫

B
r dq [Q] =

∫

B
−[r̃][r̃] dq (3.7)

Q is a scalar and is the total charge, q is a 3 × 1 vector and is defined as the dipole moment, and

[Q] is a 3 × 3 tensor defined as the charge tensor. The vector r points from the center of mass

to the differential charge dq, and [r̃] is the matrix form of the vector cross product: a× b = [ã]b.

If the gravity analogy is used, the total charge Q is similar to the total mass, the dipole moment

q is similar to the total mass multiplied by the offset between the center of a coordinate system

and the true center of mass, and the charge tensor [Q] is similar to the inertia tensor. The dipole
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moment q provides a measure of where the center of charge is in relation to the center of mass. If

q is zero, then the center of charge and mass locations are identical. To relate these AFM terms to

the variables commonly used in multipole expansions, Q and q are the monopole and dipole terms,

and the charge tensor [Q] defined here is related to the quadrupole [Qp] by [Qp] = −3[Q] + 2tr([Q])

[80].

The full derivation for force and torque is given in the appendix and is long. For brevity,

only the results are presented here. The force on body 2 is given by

F2 =
1

4πε0R3
c

[(
Q1Q2 +

3Q2

2R2
c

tr([Q1]) +
3Q1

2R2
c

tr([Q2])− 3Q1

R2
c

Rc · q2 +
3Q2

R2
c

Rc · q1 +
3Q2

R2
c

q2 · q1

− 15Q1

2R4
c

RT
c [Q2]Rc −

15Q2

2R4
c

RT
c [Q1]Rc −

15

R4
c

(Rc · q2)(Rc · q1)

)
Rc

+Q1q2 +
3Q1

R2
c

[Q2]Rc +
3(Rc · q1)

R2
c

q2 −Q2q1 +
3Q2

R2
c

[Q1]Rc +
3(Rc · q2)

R2
c

q1

]
(3.8)

This equation is visualized in Table 3.1, where the common factor of 4πε0R
3
c is omitted, allowing

easy ordering of terms based on which measures (Q, q, [Q]) they incorporate. They are also ordered

by the dimensionless ratio r/Rc where r is a characteristic dimension of either spacecraft. As the

spacecraft move farther and farther away, the higher order terms in this variable matter less and

less. The zeroth order term is in the upper left, the two boxes with two terms each are the first

order terms, and the three boxes containing twelve terms along the diagonal are the second order

terms. This table allows easy selection of the force terms needed for appropriate fidelity. As might

be expected, the force expression is symmetric, if one changes the sign on all Rc terms and switches

the subscripts the force on body 1 is found to be equal in magnitude but opposite in direction to

the force on body 2. This satisfies Newton’s 3rd law.

The torque is given by

T2 =
1

4πε0R3
c

[
Q1q2 ×Rc +

3(Rc · q1)q2 ×Rc

R2
c

− 3Q1Rc × [Q2]Rc

R2
c

+ (q1 × q2)

]
(3.9)

This equation is visualized in Table 3.2 which follows Table 3.1 in omitting the factor of 4πε0R
3
c

and grouping terms by their order in the dimensionless ratio r/Rc. Terms closer to the upper left

corner are lower order.
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Table 3.1: Force ordering matrix

Q1 q1 [Q1]

Q2 Q1Q2Rc
3Q2

R2
c

(Rc · q1)Rc −Q2q1

3Q2

2R2
c
tr([Q1])Rc

− 15Q2

2R4
c

(RT
c [Q1]Rc)Rc

+ 3Q2

R2
c

[Q1]Rc

q2 Q1q2 − 3Q1

R2
c

(Rc · q2)Rc

3
R2

c
(q2 · q1)Rc

− 15
R4

c
(Rc ·q2)(Rc ·q1)Rc

+ 3(Rc·q1)
R2

c
q2 + 3(Rc·q2)

R2
c

q1

[Q2]

3Q1

2R2
c
tr([Q2])Rc

− 15Q1

2R4
c

(RT
c [Q2]Rc)Rc

+ 3Q1

R2
c

[Q2]Rc

As expected, there are no zeroth order terms, in fact there are no terms at all corresponding

to the scalar charge Q2. Unlike the force expansion, the torque is not symmetric, i.e. T1 6= −T2.

This is because the torque on body 1 and body 2 are not measured about the same point, but

rather the center of mass of each body. If all torques are measured about the same point, such as

the barycenter of the system, the torques are equal and opposite and cancel out and are not able

to change the angular momentum of the system.

3.2.1 Flat Electrostatic Field Simplification

It is also of interest to calculate the force and torque on charged conducting bodies due to

ambient flat electric and magnetic fields. The differential force on a differential charge moving at

v subject to E and B fields is given in Reference [79] as:

dF = dq(E + v ×B) (3.10)

This differential force only varies significantly across a body if it is rotating very quickly near the

geostationary point. The velocity is the orbital velocity vo plus the transport velocity: ωB/E × r

[117], where ωB/E is the angular velocity between the satellite body frame B and the magnetic field

frame E . For a spacecraft with r = 1 m, ωB/E = 1 deg/sec, and an ECEF orbital velocity of 1
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Table 3.2: Torque ordering matrix

Q1 q1 [Q1]

Q2

q2 Q1q2 ×Rc

3
R2

c
(Rc · q1)q2 × Rc +

(q1 × q2)

[Q2] − 3
R2

c
Q1Rc × [Q2]Rc

km/sec, the ratio of the transport velocity to the orbital velocity will be less than 10−5. In many

scenarios the transport term can be dropped. The force is then:

F =

∫

B
(E + vo ×B)dq = Q(E + vo ×B) (3.11)

= QA (3.12)

where A = E + vo ×B is the total field. The torque is

L =

∫

B
r × (E + vo ×B)dq = (E + vo ×B)× q (3.13)

= q ×A (3.14)

This is the exact answer for the torque on a pure dipole in a flat field [79, 118].

3.2.2 Susceptibilities of the Measures

The expansions for force and torque in the electrostatic two-body problem are useful formula.

However, they rely on knowledge of the charge distribution on both bodies in order to perform the

integrations and find the measures. Unlike the rigid gravitational two-body problem, these measures

change as charge moves throughout the bodies. Recalculating the entire charge distribution for

both bodies would be a very intensive process. Here, a method for predicting the measures from

parameters that are much more feasible to measure in situ such as the voltage, attitude, and position

of each craft is presented.

To do this, a matrix dependent on the relative position and attitude is used to translate the

voltage of each craft into a representation of the charge distribution. From this distribution, the
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measures are formed as functions of the voltage of each craft. There are many ways to make this

matrix, including the Method of Moments or Boundary Element Method. A recent addition is

the Multi-Sphere Method, which uses hand-tuned parameters for the size and locations of spheres

which are constrained to be equipotential [67, 119].

MSM emerged as a way to predict the force and torque with high-enough fidelity to be useful,

while also evaluating fast enough to be practical. MSM approximates the satellite as a collection

of spheres with variable position and radii. The voltage of any sphere is a function of both its

own charge and the charge on neighboring spheres. If these spheres are far enough away to be

approximated as point charges, the voltage on the ith sphere is given by: [79, 67, 119]

Vi =
1

4πε0

qi
Ri

+
N∑

j=1, j 6=i

1

4πε0

qj
ri,j

(3.15)

Where qi and Ri are the charge and radius of the ith sphere, respectively, and ri, j is the distance

between spheres i and j. If the voltages of each sphere are given by V = [V1, V2, ...VN ]T and

the charges are given by Q = [q1, q2, ...qN ]T , the relationship between the two is V = [S]Q or

Q = [C]V , where [C] is the capacitance matrix and [S] is the elastance matrix defined below [106]:

[S] =
1

4πε0




1/R1 1/r1,2 · · · 1/r1,N

1/r2,1 1/R2 · · · r2,N

...
...

. . .
...

1/rN,1 1/rN,2 · · · 1/RN




(3.16)

Since the voltage is assumed known, the charge distribution is found by numerically solving the

linear system. If two conductors with n1 and n2 spheres each are considered, the elastance matrix

can be put into block form:



V1

V2


 =

1

4πε0



S1 SM

STM S2






Q1

Q2


 (3.17)

Where the voltage and charge of each craft are separated. Note that the self elastance terms S1 and

S2 are much larger than the mutual elastance terms SM because the inter-sphere separations are
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much smaller inside one body rather than between the two bodies. Additionally, the self elastance

matrices contain the diagonal 1/R terms which are larger than the off-diagonal 1/r terms. As

an example, consider a template box and panel spacecraft with an 8 meter boom made from 248

spheres and a 3 × 1 meter cylinder made from 138 spheres. The log of the elastance matrix for

these two objects with a separation of 40 meters is shown in Figure 3.2.
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Figure 3.2: Log of elastance matrix

There are clearly four blocks, and the diagonals are 102 − 105 times larger than the non-

diagonal blocks. The blocky structure in the upper diagonal block comes from the method of

assembly for the the box and panel spacecraft which is made from six rectangles. In general, the

diagonal blocks will not change with relative position or attitude. The blocky structure, symmetry,

and the time-fixed properties of the diagonal blocks are exploited when inverting using the Schur

complement.



A B

BT D




−1

=




(A−BD−1BT )−1 −A−1B(D −BTA−1B)−1

−D−1BT (A−BD−1C)−1 (D −BTA−1B)−1


 (3.18)

Recognizing that A and D represent the self capacitance matrices, which contain much larger terms
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than the mutual matrix B, terms second order in B are dropped:



A B

BT D




−1

≈




A−1 −A−1BD−1

−D−1BTA−1 D−1


 =




C1 −C1SMC2

−C2S
T
MC1 C2


 (3.19)

Where [Ci] = [Si]
−1 for all blocks. The two matrices C1 and C2 are not functions of the relative

separation and orientation, which means they will be constant in time. The terms in SM are of

the form 1/||Rc + r2i − r1j ||. Since the center to center separation Rc is much greater than the

dimensions of either craft r1 or r2, this is approximated as

[SM ]i,j =
1

||Rc + r2i − r1j ||
∼ 1

Rc
(3.20)

Approximating all elements in the mutual capacitance matrix as 1/Rc ignores the relative attitude

while still capturing some first-order mutual capacitance and susceptibility. The elastance matrix

is now approximately inverted as



Q1

Q2


 =

1

4πε0




C1 −C11(n1, n2)C2/Rc

−C21(n2, n1)C1/Rc C2






V1

V2


 (3.21)

Where 1(n,m) is a matrix consisting of ones of size (n,m). If the two bodies are both conductors,

each MSM sphere is at the same voltage this matrix equation is transformed to a vector equation

Q1 = [C1]1(n1, 1)V1 −
[C1]1(n1, n2)[C2]

Rc
1(n2, 1)V2 (3.22)

Q2 = [C2]1(n2, 1)V2 −
[C2]1(n2, n1)[C1]

Rc
1(n1, 1)V1 (3.23)

Now the charge on each MSM sphere is approximated as a function of a collection of matrices

that do not change with state, and the scalar voltage of each craft. The susceptibility of the total

charges, dipoles, and charge tensors to the voltage of each craft are found next.

3.2.2.1 Total Charges

The total charge on each spacecraft is found by summing the charge on each sphere

Q =

n1∑

i=1

qi = 1(1, n)Q (3.24)
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Thus, the scalar charge of body 1 is given by

Q1 = CSV1 + CMV2 (3.25)

Where the self and mutual capacitances are given by

CS = 1(1, n1)[C1]1(n1, 1) =

n1∑

i=1

n1∑

j=1

[C1]i,j (3.26)

CM =
−1(1, n2)[C1]1(n1, n2)[C2]1(n2, 1)

Rc
= −

∑n1
i=1

∑n2
j=1[C1]1(n1, n2)[C2]

Rc
(3.27)

The scalar self capacitance can be computed with high fidelity using a MSM model with hundreds

or thousands of spheres and re-used in each time step for computation. The numerator of the

mutual capacitance can be similarly computed at high fidelity and then divided by the norm of the

separation vector at each time step.

3.2.2.2 Dipole Moments

The dipole q is defined in a continuous charge distribution and MSM model as

q =

∫

B
rdq =

N∑

i=1

riqi = [R]q (3.28)

where [R] is a 3×N matrix containing the x, y, and z coordinates of each MSM sphere:

[R] =




x1 . . . xN

y1 . . . yN

z1 . . . zN




(3.29)

The dipole is given by

q = χSV1 + χMV2 (3.30)

Where the self and mutual susceptibilities of the dipole for body 1 are

χS = [R1][C1]1(n1, 1) (3.31)

χM =
−[R1][C1]1(n1, n2)[C2]1(n2, 1)

Rc
(3.32)
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Once again, these 3 × 1 vectors can be computed with high fidelity from SMSM models of each

body. Each element in the mutual term must be divided by the separation distance, which may

change with time.

3.2.2.3 Charge Tensor

The charge tensor is defined from a continuous charge distribution or MSM model as

[Q] =

∫

B
−[r̃][r̃]dq =

N∑

i

−[r̃i][r̃i]qi (3.33)

Define [Rs] as a 3× 3N matrix containing the cross product matrix of each MSM sphere position

and A is a 3N ×N matrix used to interweave three copies of the charge vector made from smaller

matrices a.

[Rs] =




[r̃1]

...

[r̃N ]




[a] =




1

1

1




[A] =




a 0 . . . 0

0 a . . . 0

...
...

. . .
...

0 0 . . . a




(3.34)

The charge tensor is now found as a function of both voltages, and two 3× 3 matrices,

[Q1] = [ψS ]V1 + [ψM ]V2 (3.35)

where the self and mutual susceptibilities of the charge tensor for body 1 are given by

[ψS ] = [Rs1 ]Tdiag([A][C1]1(n1, 1))[Rs1 ] (3.36)

[ψM ] = −[Rs1 ]T
diag([A][C1]1(n1, n2)[C2]1(n2, 1))

Rc
[Rs1 ] (3.37)

These matrices can be found using high fidelity MSM models before propagation and the mutual

term can be adjusted by dividing by the separation distance. The derivations are done for body 1,

but the susceptibilities for body 2 can easily be found by changing all subscript 2s to 1s and vice

versa.
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3.2.3 Numerical Validation

For the two-body problem, the accuracy of predictive AFMs is checked against the truth

model of SMSM, which places a large number of equal radius spheres uniformly across the surface

of the body. The radius of all spheres is varied to achieve the known self capacitance. Although

this method is slower to evaluate (due to the much larger number of spheres), it removes the need

for hand tuning and has good accuracy relative to commercial FEA software [120]. An example

SMSM model for two template “box and panel” spacecraft in close proximity is shown in Fig. 3.3.

Note that charge, which is shown as color, tends to bunch up at the corners of conductors and is

affected by the nearby spacecraft.

Figure 3.3: Example SMSM configuration for two satellites

For validation, one “box and panel” spacecraft has fixed location and attitude at the origin

of the coordinate system. The second spacecraft occupies many different positions and attitudes

on a shell of a given radius. SMSM is used to find the force and torque on the fixed craft. The

force and torque is also predicted using AFMs with the susceptibilities CS , CM ,χS ,χM , [ψS ], and

[ψM ] for each craft found before computation from the same 256-sphere SMSM model. The average
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percent error is computed for each spherical shell. The percentage error is computed as:

PE = 100 ∗ ||aAFM − aT||
||aT||

(3.38)

Where a is either the force or torque, and the subscript “T” indicates the truth model.

The second craft is placed at points on a spherical shell precomputed using a golden spiral

algorithm [121] which arranges 20 points equidistantly on the surface of a sphere. The shells are

varied in radius logarithmically from 15 to 200 meters in 10 steps. The attitude of the second

object at each of these points is changed using three random Euler angles while the first object is

held fixed in attitude at the origin. The mean percentage error per shell is shown in Figure 3.4
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Figure 3.4: Percentage errors for force and torque using predictive AFMs

The mean percentage error for the zeroth, first, and second order expressions for force are

shown as red, green, and blue lines in the force plot. Since there is no zeroth order term for torque

prediction, only the first and second order expressions are shown in the torque plot. A dashed line

is shown 1 standard deviation above each of these to give a sense of the variation a user should

expect.

The errors are initially very high, a few hundreds of percent, but they drop quickly as the

spacecraft move farther apart. Since the AFM derivation hinges on the assumption that the space-
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craft sizes are much smaller than the distance between them, this matches intuition. The second

order term for force drops below 5% error at 25 meters and the second order term for torque drops

below 5% at 48 meters.

3.2.4 Analysis and Applications

There are many numerical methods for electrostatic force and torque prediction for conduc-

tors. However, they do not give good analytical forms for force and torque. This section summarizes

previous work that curve fit the angular and voltage dependencies of electrostatic torque, and then

uses AFMs to analytically predict the same result. Next AFMs are used to predict the torque in

the case where the center of mass is not aligned with the geometric center of the target object.

Figure 3.5: Coordinate system for example analysis

Bennett et. al. used MSM to calculate the torque on a 3 × 1 meter target cylinder due to

a spherical tug craft for different voltages and angles [5]. This is shown in Fig. 3.5. The cylinder

has the same voltage magnitude as the sphere, and is always positive while the tug sphere can

change the polarity of its voltage: V2 = |φ|, V1 = φ. The torque is only about the z axis due to the

symmetry, and is shown as a function of both the angle θ and the voltage φ. The torque is shown for

near field (2.5 meter separation) and far field (15 meter separation) cases in Fig. 3.6. The voltage

dependance follows a quadratic relationship, and the angular dependance is well approximated by

sin(2θ). The torque is then curve fit to be:[5]

L = γf(φ)g(θ) = γφ|φ| sin(2θ) (3.39)
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In the near field, γ divides into a larger value for attraction γa and a smaller value for repulsion

γr. At further separations the difference between attraction and repulsion is less evident.
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Figure 3.6: MSM torque surfaces at a separation distances of d = 2.5 m and d = 15 m for V1 = φ
and V2 = |φ| [5].

The angular, voltage, and attraction/repulsion trends that have been empirically found using

MSM are now derived using AFMs. Referencing Tab. 3.2, the torque on a general body due to a

nearby point charge is given by

L2 =
Q1

4πε0R3
c

[
q2 +

3

R2
c

[Q2]Rc

]
×Rc (3.40)

re-writing this in terms of susceptibilities gives:

L2 =
CS1V1 + CMV2

4πε0R3
c

[
(χS +

3

R2
c

[ψS ]Rc)V2 + (χM +
3

R2
c

[ψM ]Rc)V1

]
×Rc (3.41)

This equation is grouped into four separate terms

L2 =
1

4πε0R3
c

[
CM (χS +

3

R2
c

[ψS ]Rc)V
2

2 + CS1(χM +
3

R2
c

[ψM ]Rc)V
2

1

+ (CS1(χS +
3

R2
c

[ψS ]Rc) + CM (χM +
3

R2
c

[ψM ]Rc))V1V2

)]
×Rc

= AV 2
1 +BV 2

2 + (C +D)V1V2 (3.42)
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In this this 1-D case the torque is purely about the z axis and is written using scalars as

L = AV 2
1 +BV 2

2 + (C +D)V1V2 (3.43)

The terms A and B have one mutual term and are thus 1st order in (1/Rc), C is 0th order, and D

is 2nd order. This means that in the far field terms linked to C will persist longer than those linked

to A and B, which will persist longer than those linked to D. Because the mutual susceptibilities

(CM ,χM , [ψM ]) are negative but the self susceptibilities are positive, A,B and D are negative, but

C is positive and larger than D.

Thus the following development switches to the positive variables F = |A+B| and G = C+D,

and makes use of the definitions V1 = φ, V2 = |φ| to match prior work [5]. The torque for attractive

(La) and repulsive (Lr) cases is given by:

Lr = (−F +G)φ2 = (−F +G)φ|φ| (3.44)

La = (−F −G)φ2 = (F +G)φ|φ| (3.45)

In the attractive cases the magnitude of the torque is larger because F and G add rather than

subtract. This can be seen in Fig. 3.6a. Additionally, since G has the highest order term, it

will matter most in the far field. Since F matters less in the far field, the difference between the

attractive and repulsive torque decreases in the far field, which can also be seen by comparing

Fig. 3.6a and 3.6b.

In prior work Reference [5] numerically fit the far field parameter γ to a value of 2.234∗10−14

for a 3 meter by 1 meter cylinder 15 meters away from a 1 meter diameter sphere. To compute the

corresponding value from AFMs, assume that the center of mass is perfectly aligned with the center

of charge so that χS = 0 and the body axes are aligned so that [ψS ] is given by diag(ψB, ψs, ψB),

where ψB > ψs. This represents the case of a perfectly axis-symmetric cylinder as shown in

Figure 3.5. Ignoring the mutual part of G which decays quickly gives the torque as

L =
−3CS1

4πε0R5
c

R̃c[ψS ]RcV1V2

=
3CS1

8πε0R3
c

(ψB − ψs) sin(2θ)V1V2ẑ (3.46)
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Where G is defined as

G =
3CS1

8πε0R3
c

(ψB − ψs) (3.47)

SMSM is used to find the values of ψS and ψB which gives G ≈ 2.531∗10−14, only a 13% difference

with the numerically fit value used in Reference [5]. These two results agree well considering that

only a second order AFM model is used and the mutual part of G is ignored, and Reference [5] fits

γ to the full MSM solution.

Now consider the same cylinder, but allow the center of mass (CM) to move within the craft

by a few centimeters along the y axis ( χS = [0, χS , 0]T ). The torque is still only about the z axis

and is given by

L2 =
−CS1

4πε0R3
c

R̃c

(
χS +

3

R2
c

[ψS ]Rc

)
V1V2

=
−CS1

8πε0R2
c

[
χS cos(θ) +

3(ψB − ψs)
2Rc

sin(2θ)
]
V1V2ẑ (3.48)

= f(V1, V2)(g1(θ)γ1 + g2(θ)γ2) (3.49)

Setting χS = 0 recovers Eq. (3.46), but even a small CM offset can make the cos(θ) term

dominate, especially at large separations. As the CM moves away from the geometric center, χS

grows linearly, and some elements of ψS grow quadratically. The torque as a function of θ is shown

for a variety of CM offsets in the example of the same cylinder 15 meters away from a 1 µC point

charge in Figure 3.7. The different curves are for different values of χS – the center of mass offset

is shown in the legend.

The torque slowly changes from a perfect sin(2θ) to an augmented -cos(θ) curve as the CM

offset varies. The magnitude of the torque also increases by a factor of 3.38. This factor is even

greater at further separations since the cos(θ) term has lower order in 1/Rc. Knowledge of center of

mass to center of charge differences are essential for the stability of control laws used for de-spinning

of passive space debris. If the center of charge location is not properly accounted for, the sign of

the predicted torque can be wrong, leading to instabilities in the closed-loop control discussed in

Reference [5].
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Figure 3.7: Torque on cylinder for a variety of center of mass offsets

3.3 The Method of Moments Foundations for MSM

The next two sections discuss numerical methods for predicting the force and torque on

charged spacecraft. This section discusses how the Method of Moments (MoM) relates to the

Multi-Sphere Method (MSM) and uses these results to make novel Surface MSM (SMSM) models

of general shapes. This is done by first introducing the MSM, and then developing MoM. Next,

heterogeneous SMSM models are made from MoM models, a new development. Finally, MoM and

SMSM variants are compared in their speed and accuracy.

3.3.1 The Multi-Sphere Method

The Multi-Sphere Method (MSM) was briefly introduced in Sec. 3.2.2, but a more complete

description is given here. It is very similar to the MoM, but rather than the elements of the

elastance matrix being derived from first principles, they are hand-tuned to match force, torque,

or E fields predicted by a higher fidelity model.

As shown in Figure 3.8, MSM approximates a spacecraft as a collection of spheres with

variable positions and radii. The voltage on any sphere is a function of both its own charge and
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Figure 3.8: Multi-Sphere Method concept

the charge of all nearby spheres. If these spheres are far enough away to be approximated as point

charges, the voltage is given by: [67]

Vi =
1

4πε0

Qi
Ri

+
n∑

j=1, j 6=i

1

4πε0

Qj
ri,j

(3.50)

Where qi and Ri are the charge and radius of the ith sphere, respectively, ri, j is the center-to-center

distance between spheres i and j, and ε0 is the permittivity of free space constant. If the voltages

of each sphere are given by V = [V1, V2, ...Vn]T and the charges are given by Q = [Q1, Q2, ...Qn]T,

the relationship between the two is

V = [S]Q (3.51)

where [S] is the elastance matrix defined below:

[S] =
1

4πε0




1/R1 1/r1,2 · · · 1/r1,n

1/r2,1 1/R2 · · · 1/r2,n

...
...

. . .
...

1/rn,1 1/rn,2 · · · 1/Rn







Q1

Q2

...

Qn




(3.52)

If the voltage is known, the linear system can be solved for the charges Q. In either MSM or MoM,

if there are two charged conducting bodies this matrix takes on a block form:



V1

V2


 =



S1 SM

STM S2






Q1

Q2


 (3.53)
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where SM and STM are the mutual blocks of the elastance matrix, and S1 and S2 are the diagonal

blocks. To find the force and torque on either body apply the Coulomb law between every pair of

spheres:

F1 =
1

4πε0

n∑

i=1

Q1i

m∑

j=1

Q2jrj,i

r3
j,i

(3.54)

L1 =
1

4πε0

n∑

i=1

Q1i

m∑

j=1

ri ×
Q2jri,j

r3
i,j

(3.55)

where rj,i is a vector that points from sphere j in body 2 to sphere i in body 1 and ri points from

the center of mass of body 1 to sphere i.

3.3.2 The Method of Moments

Although developed independently, SMSM is very close in form to the Boundary Element

Method (BEM) [76] and the Method of Moments (MoM). The MoM is a general numerical method

that can be used to solve a variety of electromagnetic problems [122]. MoM is similar to SMSM

in that it inverts an elastance matrix to solve for the charge distribution, but it differs in how the

elastance matrix is formed. In MSM, the elements are formed from the size and location of the

spheres, which are tuned to match an externally created truth file. In MoM, they are derived from

first principles. Unlike FEA methods, the size of the element is considered which means that each

element of the elastance matrix requires a double integral. This nesting of a model within model

adds initial complexity, but means that fewer elements are needed than with FEA, since the MoM

elements are “smarter”. Recently, the MoM is used to estimate the capacitance of geometrically

complex spacecraft and their components in [123, 124, 125]. This puts an upper bound on the size

of arcs that can occur. This formulation has also been applied to conductors coated with dielectrics

as well [126].

The MoM for electrostatics is based on Gauss’ law:

V (r) =

∫
dq′

4πε0||r − r′||
(3.56)
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where r is the observation point and r′ is the source point. The source in question is the infinitesimal

charge dq and the voltage is being observed. If the source region is discretized into area elements

Ai the voltage is

V (r) =
1

4πε0

(∫

A1

dA′

|r − r′|σ1 +

∫

A2

dA′

|r − r′|σ2 + . . .

)
(3.57)

where σi is the surface charge density on the ith area element. Now apply this equation to find the

voltage of the centroid of each element to get the following matrix equation:




V1

V2

...

VN




=
1

4πε0




∫
A1

dA
|r1−r′| . . .

∫
AN

dA
|r1−r′|

∫
A1

dA
|r2−r′| . . .

∫
AN

dA
|r2−r′|

...
...

∫
A1

dA
|rN−r′| . . .

∫
AN

dA
|rN−r′|







σ1

...

σN




(3.58)

This large matrix in the center is the elastance matrix [S]. In order to match prior work in MSM,

each element in [S] is divided by the area of that element to give [S] units of Farads−1 and put

the charge per element Q on the right hand side rather than the surface charge density to give the

expression V = [S]Q.

3.3.2.1 Implementation with Square Elements

The first development of MoM in this study was in [17] and used square elements to analyze

the specific case of two conducting pieces of aluminized mylar with a thin piece of Dacron netting

sandwiched in between. For this basis set, the elements of [S] for two parallel plates perpendicular

to the z axis to be:

Si,j =

∫ ∆y/2

−∆y/2

∫ ∆x/2

−∆x/2

dx′dy′√
(xc + x′)2 + (yc + y′)2 + z2

c

(3.59)

where xc, yc are the center-to-center x and y displacements for the two area elements i and j, and zc

is the displacement in the z direction. If i = j, xc and yc are both zero. To perform this integration,

use the u substitutions u = xc + x, and v = yc + y′:

Si,j =

∫ ∆y/2+yc

−∆y/2+yc

∫ ∆x/2+xc

−∆x/2+xc

dudv√
u2 + v2 + z2

c

(3.60)
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Denote the double anti-derivative of this function by s, the elastance entry can be formed from the

values of s on the four endpoints of dA:

Si,j = s(u+, v+) + s(u−, v−)− s(u+, v−)− s(u−, v+) (3.61)

Where the ± subscripts determine the upper or lower limit of that variable. The double anti-

derivative s is given below:

s(u, v) =

∫ ∫
dudv√

u2 + v2 + z2
c

(3.62)

= v log(
√
u2 + v2 + z2 + u) + u log(

√
u2 + v2 + z2 + v)− z tan−1

(
uv

z
√
u2 + v2 + z2

)
+

zc tan−1

(
v

z

)
− v (3.63)

Where log() is the natural logarithm (base e). Once [S] is known, the charge on each node can be

found by solving the linear system. A process for predicting the total charge Q and the dipole q

on two nearby conductors is introduced in [127], however that work assumes the distance between

the conductors is larger than the conductors themselves. Thus modifications must be made for

this case where the plates are 50 cm in length, and only 160 µm apart. To derive the capacitance

matrix for two plates, look at the system in block form:


Q1

Q2


 =




[CS1 ] [CM ]

[CTM ] [CS2 ]






V1

V2


 (3.64)

since both plates are conductors, the voltage is constant across both of them: V1 = V11(n1, 1)

where n1 is the number of elements used to model plate 1 and 1(a, b) is a matrix consisting only

of ones of size [a, b]. The total charges on each plate are given by Q1 =
∑n1

i Q1(i) = 1(1, n1)Q1,

thus:

Q1 = 1(1, n1)[CS1 ]1(n1, 1)V1 + 1(1, n2)[CM ]1(n1, 1)V2

= CS1V1 + CMV2 (3.65)

Q2 = 1(1, n2)[CM ]1(n2, 1)V1 + 1(1, n1)[CS2 ]1(n2, 1)V2

= CMV1 + CS2V2 (3.66)
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where the model for plate 2 contains n2 elements. This shows that the elements of the capacitance

matrix for two bodies are simply the sum of the elements of the blocks in the large capacitance

matrix for every node. Because the two plates are exactly alike except for their relative positions,

and because [S] and [C] are symmetric, CS1 = CS2 = CS and the mutual term CM is the same. To

find the susceptibilities of the dipoles, denote the positions of every node by

[R] =




x1 x2 . . . xN

y1 y2 . . . yN

z1 z2 . . . zN




(3.67)

for both plates R1 and R2. The dipole is given by

q =

∫

B
rdq =

N∑

i=1

riQi = [R]Q (3.68)

for a continuous charge and matrix formulation. Now combine with the form for Q from earlier:

q1 = χ1,1V1 + χ1,2V2

q2 = χ2,1V1 + χ2,2V2 (3.69)

Where the χ parameters are given by:

χ1,1 = [R1][CS1 ]1(n1, 1) χ1,2 = [R1][CM ]1(n1, 1) (3.70)

χ1,2 = [R2][CM ]1(n2, 1) χ2,2 = [R2][CS2 ]1(n2, 1) (3.71)

For the specific case of two 50 cm plates separated by a 160 µm space, both with their centers

of mass displaced by [-2.5, -3.33, 0] cm, the electrostatic parameters are given in Tab. 3.3:

Since the two plates are held together, only the total dipole q = q1 + q2 and total charge

Q = Q1 +Q2 need to be considered. Finally, the equations for q and Q can be combined to yield

the Lorentz force and torque from the voltages only:

F = (CS + CM )(V1 + V2)A

L =
(
(χ1,1 + χ2,1)V1 + (χ1,2 + χ2,2)V2

)
×A (3.72)

where A is the total field: A = E + v ×B.
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Table 3.3: AFM parameters for predicting Lorentz force and torque

Parameter Value

CS 20.774 nF
CM -20.762 nF
χ1,1 [ 3.116, 0.692, 0.002] nFm
χ2,2 [ 3.116, 0.692, -0.002] nFm
χ1,2 [ -3.114, -0.692, -0.002] nFm
χ2,1 [ -3.114, -0.692, 0.002] nFm

3.3.2.2 Implementation with Triangular Elements

Next, chose triangles as the basis area and parameterize the vector R = |rN − r′| as shown

in Fig. 3.9. Triangles are chosen as the basis area since they are able to mesh more general shapes

than squares. To simplify R, consider two triangles i and j both formed from the corners [A,B,C].

The vectors of the form XY point from the point X to the point Y . Now it is clear that the

separation is given by

R = PA+ uAB + u vBC (3.73)

Where u, v ∈ [0, 1]. The u in the u v term keeps the BC vector from going its full length near

point A; without it, one would integrate a parallelogram rather than a triangle. Since the triangles

are not necessarily right, AB and BC are not always orthogonal and therefore the set u, v is not

orthogonal. The infinitesimal area with this definition for R is not a square of area dudv, but

rather a trapezoid with

dA = u||AB ×BC||dudv (3.74)

The elements of [S] in this basis set are then given by

Si,j =
1

4πε0Aj

∫

A

dA

R =
1

4πε0Aj

∫ 1

0

∫ 1

0

u||AB ×BC||dv du

||PA+ uAB + uvBC|| (3.75)
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Figure 3.9: Illustration of triangular coordinate system

The denominator is expanded by dotting it with itself and then taking the square root. The first

integral over v is

Si,j =
||AB ×BC||

4πε0bcAj

∫ 1

0
log

(
bc
√
u2(ab2 + 2AB ·BC + bc2) + u(2PA ·AB + 2PA ·BC) + pa2

− log(bc
√
ab2u2 + pa2 + 2PA ·ABu+AB ·BCu+ PA ·BC)

)

+AB ·BCu+ bc2u+ PA ·BC du (3.76)

where scalars of the form xy are the magnitude of vector XY . An analytic solution to the second

integral over u has not been found and so this integral is done numerically using an adaptive

quadrature algorithm. When i = j, there is a special form for PA:

PA = −2

3
AB − 1

3
BC (3.77)

The integral now becomes:

Si,i =
1

4πε0Ai

∫

Ai

dA

R =
1

4πε0Ai

∫ 1

0

∫ 1

0

u AB ×BC dv du

||(u− 2/3)AB + (uv − 1/3)BC|| (3.78)
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The magnitude of R is once again found by taking the square root of the dot product of the vector

with itself. The first integral over v is

S(i, i) =
||AB ×BC||

4πε0bcAi

∫ 1

0
log
(
bc
√
ab2(2− 3u)2 + (3u− 1)(AB ·BC(6u− 4) + bc2(3u− 1))

+ (3u− 1)bc2 +AB ·BC(3u− 2)bc
)
− log

(
AB ·BC(3u− 2)− bc2+

bc
√
ab2(2− 3u)2 − 6AB ·BCu+ 4AB ·BC + bc2

)
(3.79)

Once again, this integral is done numerically using the adaptive quadrature algorithm. Al-

though the function is singular when u = 1/3, the integral is still completed robustly. An alternative

method for dealing with this singularity presented in [124] is to divide the triangle into three smaller

triangles with the singularity at their common point, and then use a Duffy transformation to re-

move the singularity. Once this is done the double integral is computed numerically. In contrast,

the method presented here does not avoid the singularity as elegantly, but does one of the integrals

analytically. In all subsequent computations, a relative error threshold for the adaptive quadrature

integrator is 10−3.

These integrals are solved numerically if the basis areas are squares constrained to be parallel

to each other as shown in Sec. 3.3.2.1. While this gives nicer analytic solutions, squares do not

mesh general shapes as well as triangles do.

To validate this MoM implementation presented here, the self capacitance of a square plate

is computed with increasing resolution. The self capacitance is shown as a function of the number

of triangles in the mesh in Fig. 3.10a. Beginning with a mesh consisting of only two triangles the

self capacitance is near 33 pF, and it increases up to 40.26 pF with 722 triangles for the final run.

This is very close to the value from other authors using different methods [128] and involves many

fewer elements than would be needed in a FEA scheme. The final charge distribution is shown in

Fig. 3.10b. More charge accumulates at the corners of the plate, as expected.

Although the triangular basis does not produce analytical solutions for the elastance like the

square basis does, it allows for more general shapes to be modeled. For this reason it is used in the

rest of this section.
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Figure 3.10: Validation of MoM implementation on a square plate

3.3.2.3 E field computation

Once the charges on all the triangles have been found, the E field at an arbitrary point P

can be found.

E(P ) =
1

4πε0

(∫

A1

σ1R
R3

dA+

∫

A2

σ2R
R3

dA+ ...

)
(3.80)

where R once again points from the area element to point P and dA is still u||AB ×BC||dudv.

The E field contribution from each triangle is then:

E(P ) =
||AB ×BC||Q

4πε0A

∫ 1

0

∫ 1

0

u2AB + u2vBC + uPAdudv

(u(ab2u+ 2v(AB ·BCu+ PA ·BC) + bc2uv2 + 2PA ·AB) + pa2)3/2

(3.81)

where A is the area of that triangle. This is integrated over v analytically to give:

E(P ) =
−||AB ×BC||Q

4πε0A

∫ 1

0

du

((AB ·BCu+ PA ·BC)2 − bc2 (u (ab2u+ 2PA ·AB) + pa2))(
BC

(
u
(
u
(
ab2 +AB ·BC

)
+ 2PA ·AB + PA ·BC

)
+ pa2

)
√
u (u (ab2 + 2AB ·BC + bc2) + 2(PA ·AB + PA ·BC)) + pa2

− (ABu+ PA)
(
u
(
AB ·BC + bc2

)
+ PA ·BC

)
√
u (u (ab2 + 2AB ·BC + bc2) + 2(PA ·AB + PA ·BC)) + pa2

+
(ABu+ PA)(AB ·BCu+ PA ·BC)−BC

(
u
(
ab2u+ 2PA ·AB

)
+ pa2

)
√
u (ab2u+ 2PA ·AB) + pa2

)
(3.82)

This integral over u is computed numerically because an analytic solution was not found. Keep

in mind that this is the E field contribution of a single triangle. To compute the E field due to
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a full MoM model with many triangles, this expression must be computed for each triangle and

summed. To compute the force between two models, the E field due to all triangles in the first

model is computed at the centroid of each triangle in the second model and multiplied by the total

charge on that triangle.

3.3.3 Comparison of Methods

MSM and MoM both place elements on the surface of the conductor and then use an elastance

matrix to solve for the charge distribution. They differ in how they make the elements of the

elastance matrix. With MoM, this is done using a double integral of one over the distance from

the observation point to a source point in the other element. In MSM, it is one over the distance

between the centroids. This is shown schematically in Fig. 3.11.

S ⇠ 1

4⇡✏0A

Z

A

dA

R
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Figure 3.11: Differences between MoM and MSM methods

MSM approximates the integrals of 1/R as either one over the radius of that sphere, or one

over the distance to the other sphere. The center to center distance is similar to the vector PA,

which is the largest term in the denominator. The radius of the sphere is similar to the effective

radius of the triangular element. Once again, the MSM spheres are positioned and sized to match

force, torque, or E fields computed from a higher fidelity model, so the elements of the elastance

matrix have limited physical and geometric significance.

To better understand how the MoM triangular element compares to the MSM sphere, consider

a constant area isosceles MoM triangle shown in Fig. 3.12a. When θ is small the triangle is very
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tall and skinny, when θ = 60◦ the triangle is equilateral, and when θ is near 180◦ it becomes very

obtuse. The self elastance is plotted as a function of θ along with the constant self elastance of

a MSM sphere with the same area (R =
√
A/4π) in Fig. 3.12b. The assumption of equal area is

often a very good assumption, especially for convex shapes [129]. This assumption is used in [63]

to calculate the self capacitance of many varied spacecraft shapes. The elastance of the triangle is

very small when it is either very obtuse or very acute, and reaches a maximum when the angle is

60◦. This is because R takes on larger values when the triangle is long and skinny in either limit,

although the elastance is smaller for a very obtuse triangle than a very acute one. The effective

sphere always overestimates the self elastance if computed on the basis of equal area, and this is

exaggerated for very acute or obtuse triangles.
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Figure 3.12: Comparison of MoM and MSM elements

Next consider the mutual elastance. For two MSM spheres, it is simply given by 1/4πε0d

where d is the separation between the centroids. For two MoM triangles, it is the double integral

over the area and is therefore attitude dependent. To investigate this one equilateral triangle is

held with its centroid at the origin but has its attitude free while another identical triangle moves

along the z axis and stays parallel to the x, y plane. The mutual elastance for this pair of triangles

is shown alongside the mutual elastance for a pair of spheres with the same centroid separation

in Fig. 3.12c. Special care is taken to ensure that the bottom triangle does not rotate so far that

it intersects the upper triangle when the two triangles are close. The triangles both have all side



66

lengths equal to 1 m and have their centroids on the z axis. For very close separations, the MSM

is a little higher than the mean MoM solution but for far distances on the order of the edge length

MSM agrees very well with the MoM average, and the MoM variation becomes very small. This is

because as the vector PA gets larger and larger, the small u and v terms matter less.

3.3.4 MoM inspired MSM models

To make a MSM model from a MoM model, the mutual terms do not need to be used because

the MSM solution matches them quite well using the centroid assumption. However, the radii of the

MSM spheres do not match well using the equal area assumption, and there is a lot of sensitivity

to the shape of the triangle. Therefore, a mapping is created to find the radius of the MSM sphere

that will match the diagonal in the MoM elastance matrix:

Ri =
1

4πε0Si,i
(3.83)

spheres with this radius are placed at the centroid of each triangle to create the SMSM model.

In prior work, all SMSM spheres had the same radius, and it was varied in order to match self

capacitance [120]. This approach allows for heterogeneous radius SMSM models to be created.

This process is illustrated on a homogeneous case where all MoM triangles (and therefore all

SMSM spheres) are the same, and two heterogeneous cases where the MoM triangles are not the

same size.

The top row in Fig. 3.13 shows 3 different MoM models for increasingly more complicated

geometries. The first model (Fig. 3.13a) is a square plate with 50 identical triangular elements.

The resulting SMSM model is shown below in Fig. 3.13d. Although only the diagonal terms in the

elastance matrix are matched, the self capacitances only differ by 0.3%. The next plot (Fig. 3.13b)

shows a more complex geometry of a cylinder. This mesh is not uniform due to the circular end

caps which cause some triangles to have different areas and angles then the others. The area of

the elements varies from 0.013 m2 to 0.024 m2, with the smallest triangle being at the very center.

The resulting heterogeneous SMSM model shown in Fig. 3.13e and the radii in this model vary
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Figure 3.13: MSM models created from MoM models. Voltage is 10 kV in all plots

from 3.3 cm to 4.5 cm. These two models only differ by 0.14% percent in self capacitance. The last

model, shown in Fig. 3.13c is a STL file of a buffalo1 that has been down-sampled. This model

has 744 triangles with the largest triangle’s area is more than 200 times as large as the smallest.

The resulting MSM model is shown in Fig. 3.13f and the self capacitances only differ by 0.1%.

These three examples show how MSM models can be created from general MoM models. Since this

version of MoM uses a triangular basis set, it can be applied to general STL files which allows for

a wide array of objects such as the buffalo shown in Fig. 3.13c.

1 Originally created by abraka progroup https://www.thingiverse.com/thing:726062

https://www.thingiverse.com/thing:726062
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3.3.5 Two Body Force and Torque

The self capacitance of simple shapes such as plates and cylinders when computed with

MoM and MSM is a good proxy for how the two models compare, but it is not the only pertinent

comparison. Close proximity electrostatic tugging is one driver of the need for accurate and fast

electrostatic solvers so this section compares MoM to SMSM for the ET. The tug craft is modeled

as a 1 m cube with two 2 × 1 m solar panels charged to +30 kV and is located at r = [5, 2, 1]T

which puts it at a center to center distance of 5.48 m away from the origin, although for some

attitudes the solar panels can come much closer. The debris object is a 3 ×1 m cylinder model

of a spent rocket stage and is held at the origin and charged to -30 kV. In most ET applications,

the standoff distance is a more conservative 10-50 m so this case represents one of the harshest

electrostatic situations to solve. The truth model for this situation is taken as a very high resolution

(10 cm) MoM model which uses 2100 elements for the cylinder and 1656 elements for the tug and

is shown in Fig. 3.14. The color scale is capped at 1000 nC/m2 in this plot, but the actual charge

density goes up to almost 4000 nC/m2 at the corners of the solar panels. Since the electrostatic

solution is highly attitude dependent, the force and torque on the cylinder are computed at 16

representative tug attitudes and stored in a master text file. For each of the 16 attitudes, more

than 1.7 million numerical integrals are done to make the elastance matrix. Then, this 3756 ×

3756 matrix is inverted to solve for the charge on each element. Finally, almost 3.5 million numeric

integrals are done to find the force and torque on both bodies.

Once the truth model is created, the force and torque are computed using lower fidelity MoM

and SMSM models while keeping track of the computation time. There are many modifications

that can be made to both MoM and SMSM to make them faster and more accurate for the ET

that are also analyzed along with the standard ones. Firstly, since both the tug and debris are

assumed to be rigid bodies, the two diagonal blocks in the elastance matrix shown in Eq. (3.53) do

not change and do not need to be recomputed at each time step. Second, the off diagonal blocks

can be computed with SMSM using the centroid assumption even if the diagonal blocks are made
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Figure 3.14: High fidelity MoM truth model for close-proximity electrostatic tugging

using MoM. The off diagonal blocks can also not be counted at all which ignores all induced effects.

The force and torque can be computed with either MoM of SMSM as well. Finally, a pure SMSM

model can have all it’s sphere radii varied to match the self capacitance of the truth model rather

than from the MoM model that created it. This method works best for the homogeneous and

near-homogeneous MoM models since all MSM spheres end up the same size. In all, 7 different

MoM/SMSM hybrid models are analyzed for this case. The name of each one and what make it

unique is shown in Tab. 3.4.

For each model variant, the mesh is computed with either 258, 500, 830, 1236, or 1730

total elements and then compared to the truth model made with 3756 elements at each of the 16

attitudes. The performance of all 7 model variants is shown in Fig. 3.15. The error is computed as

Error =
1

2

( ||F − FT ||
||FT ||

+
||L−LT ||
||LT ||

)
(3.84)

where F ,L are the predicted force and torque and FT ,LT are the true force and torque. The exe-

cution time is found using Matlab’s tic and toc functions. Despite the same math being performed,

the execution time varies considerably. This variance would likely disappear and the overall time

would decrease substantially on a more flight-computer-like system. Each dot in Fig. 3.15 repre-
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Table 3.4: MoM and SMSM variants used

Name Diagonal Blocks Off-Diagonal Blocks E field Notes

Full MoM MoM MoM MoM

Fast MoM MoM SMSM MoM executes in about 80% of Full MoM time.

Faster MoM MoM MoM SMSM executes in about 20% of Full MoM time

Fastest MoM MoM SMSM SMSM executes in less than 1% of Full MoM time

Self MoM MoM 0 SMSM no induced effects included

SMSM SMSM SMSM SMSM

Tuned SMSM SMSM SMSM SMSM sphere radius tuned to match CS

sents the error and time for a different model variant with a different number of elements at at

different attitude. The model variant is indicated by the color in the figure legend. The number of

elements is shown by grouping - each shaded group of points have the same number of elements.

Lines of the same color trace the means of both the error and execution time for each model variant.

As the number of elements increases, the error drops and and the execution time increases - the

groups of points with 258 elements are in the upper left corner of the plot and the groups with

1730 total elements are in the bottom right.

The Full MoM performance is shown in dark blue and is furthest to the right which means

it is the slowest. If the number of elements is increased up to 3756, it would have exactly 0% error

since that is how the truth model is made. Even with a relatively small (258) number of elements,

the error is still below 10% even at this very close separation. The next model variant is the Fast

MoM which uses the SMSM approximation for the off diagonal blocks of the elastance matrix.

This simplification does not introduce significant errors, but saves a considerable (20%) amount of

computation time. The next variant is Faster MoM which uses the SMSM approximation for the

E field but not for the off diagonal blocks. This also does not introduce significant errors but saves

a lot (80%) of computation time. The next variant is Fastest MoM which uses SMSM for both the

off diagonal blocks and the E field. This variant runs very fast when compared to the Full MoM

solution and only gives up a very small amount of accuracy. The last MoM variant is the Self MoM

which does not include any induced effects. Because of this, there are no mutual terms to compute
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Figure 3.15: Time and error shown for different force and torque prediction schemes

and it runs the fastest of any model. However, it also has the worst errors (∼ 40% ) of any model.

This shows just how important the mutual interaction is at this close distance. Further away, these

errors would drop considerably. The next model is SMSM which is almost identical to Fastest MoM

in both time and accuracy. Fastest MoM is slightly faster and more accurate, especially with a

small number of elements. The last model variant is tuned SMSM. This model uses the centroids

from the MoM model but uniformly sizes all spheres in order to match the self capacitance found

from the truth model. The spheres are all the same size even though the triangles are different for

the cylinder. This model is by far the most accurate, being almost an order of magnitude more

accurate than any other model with the same number of elements.

This section analyzes the relationships between the Method of Moments and the Multi-Sphere

Method and uses this information to make better MSM models. This is done by implementing MoM

using triangular elements and finding semi-analytic expressions for the elastance matrix elements.
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Then, a mapping is created from the diagonal elements of this elastance matrix which sizes the

SMSM spheres which are placed at the centroids of the MoM triangles. This mapping allows SMSM

models to be made from general STL files which allows for much more general shapes to be modeled.

Different SMSM and MoM models are compared in their accuracy and computation time, and a

tuned SMSM model with spheres adjusted to match the true self capacitance is found to be the

most accurate.

This work shows that MoM and MSM are very closely related methods with different ap-

proaches to solving the same integrals, illustrated in Fig. 3.11. A better understanding of how

the MoM is formulated lends insight to MSM and allows more complex models to be created. Fu-

ture work could find faster ways to evaluate the MoM integrals or to tune the self capacitance of

heterogeneous SMSM models without making all sphere radii constant.

3.4 MSM Models for Dielectric Spacecraft

Most spacecraft are built to be continuously conducting to avoid differential charging and

arcing. However, some of the conducting covering may degrade with time and lose its conductivity.

Two scenarios where this may occur is the coverglass coating on the solar panels and the Multi-

Layer Insulation (MLI). Solar panels require a glass cover to protect from proton radiation, and

there is usually a conductive clear coating over the glass, however, this coating may degrade or

flake off and can leave sections of the non-conductive glass exposed. MLI also usually has a gold

or aluminum coating, but this may flake off or otherwise degrade. Additionally, some spacecraft

are not built fully conducting to begin with, and will have large dielectric portions. In the case

of coverglass and MLI, there is a thin layer (10-100 µm) of dielectric sitting directly on top of a

conductor connected to spacecraft ground. However, in an effort to save weight, some spacecraft

have MLI wrapped around a skeleton frame with very little area of the MLI touching the conducting

bus.

This section will investigate two separate questions. First, under what circumstances do

dielectrics have to be accounted for to accurately model the force and torque? Second, how can
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MSM be modified to account for dielectrics? To answer the first question four different template

spacecraft are considered under three different charging scenarios. Once situations that require

modeling the dielectric effects are identified, a modification to conducting MSM is presented and

tested on the template spacecraft.

3.4.1 Method of Images Analysis

To gain some analytical insight into the first question of when dielectrics need to be accounted

for, first consider a much simpler system using the Method of Images (MOI) [80, 113, 81]. If a

positive point charge is held a distance z above a grounded infinite conducting plate, a negative

induced charge will pool up beneath the point charge due to attraction. For the purposes of

calculating the field above the plate, one can assume that there is a negative charge of equal

magnitude z below the plate. In this situation, net charge is zero because the conductor “canceled

out” the point charge.

If a finite sphere is considered rather than an infinite plate, the induced charge q′ becomes

smaller and moves closer to the surface. For a sphere with radius R, the induced charge is given by

q′ = − R

R+ d
q (3.85)

where d is the distance between the dielectric charge and the surface of the conductor, and QD is

the dielectric charge as is shown in Fig. 3.16. When d is much smaller than R, the induced charge is

nearly equal and opposite to the dielectric charge and will cancel out its effect on the total charge.

However, when d is comparable to R, the effect of the dielectric charge on the total charge is much

more significant.

There are many differences between the electric field in the vicinity of a point charge and

conducting sphere, and the electric field in the vicinity of a charged solar panel and conducting

spacecraft bus, but there is still some intuition to gain from this simple analysis. The MOI predicts

that when the dielectric is very near the conductor, its charge will be mostly canceled out regardless

of how charged it is. Dielectric coatings sitting directly over conductors will likely not cause any
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Figure 3.16: Method of Images concept illustration

significant changes for this reason. If the dielectric is far from a conductor, like a solar panel might

be, then the effects are more significant. To understand how this simple principle applies to more

complex spacecraft, numerical studies are performed next.

3.4.2 Truth Model Development

The Method of Moments (MoM) is used to create a truth model of the electric field in the

vicinity of the spacecraft for a simpler MSM model to match. Prior work [130] has found that

MSM models that match the E field also match the force and torque very well, and matching E

fields solves a number of other optimization issues as well.

This is done for four spacecraft under three separate charging conditions. The first spacecraft

(Fig 3.17a) is a 3 m by 1 m box with a dielectric hovering 25.4 µm (∼1 mil) above the top of the

spacecraft. This serves as a model of the case where the MLI is stretched over the conducting

exterior of the spacecraft. The small displacement off the surface is chosen to be a common

thickness for MLI. The second spacecraft (Fig. 3.17b) is almost identical to the first but the top

conductor is removed and the dielectric is shifted down to be flush so that it is stretched over the

perimeter of the conductor like the surface of a drum. The third spacecraft (Fig. 3.17c) has three

panels made of dielectric so that it has equal area of conductor and dielectric. The fourth and

final spacecraft (Fig. 3.17d) is composed of 5 dielectric panels and a single conducting panel on the

very bottom. All spacecraft are referred to with the shorthand “XcYd” where X is the number

of conducting panels and Y is the number of dielectric panels, so the last spacecraft discussed
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Figure 3.17: Four template spacecraft truth models computed using the Method of Moments

can be indicated by 1c5d. These four spacecraft span the range from a small amount of dielectric

completely on top of a conductor to almost all dielectric with very little conductor very far away.

In all subplots in Fig. 3.17 the conductor is charged to +30 kV and the dielectric to -250

nC/m2. For some models (especially the 1c5d one), the peak charge per element goes up to 94 nC,

but the color scale only extends up to 30 nC per element to better show the charge distribution.

The positive charge concentrates near the negative dielectric in all cases. Consider the first two

cases (Fig. 3.17a and Fig. 3.17b ) which differ mainly by the inclusion of a conductor backing

behind the dielectric. In the case without the backing, much more charge must accumulate on the

side panels to cancel out the negative charge, while in the case with the backing all the charge

accumulates on that backing and is not seen. The other two cases (Fig. 3.17c and Fig. 3.17d) have

even more positive charge accumulate to cancel out the large negative panels.

In addition to solving for the charge distribution, the electric field in the vicinity of the

spacecraft is also found. The E field is computed at 30 points uniformly spread across each of

12 different spherical shells ranging in radius from 3 to 25 meters. The E field is computed for 3

different cases as well - the first in which only the conductor is charged to +30 kV and the dielectric

has no net charge (but has a high voltage due to its proximity to the dielectric), one in which the

conductor is charged and the dielectric is additionally charged to -250 nC/m2, and the last in which
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the conductor is grounded (0 V) and the dielectric is charged. These 30 points per shell across 12

different shells for 3 different charging scenarios for 4 different spacecraft represent 4320 individual

E field computations.

3.4.3 Conductor Solutions

As a first attempt at modeling these spacecraft, the dielectric surfaces are ignored entirely

and the optimization is done using a dataset where the dielectric is uncharged. This method has

promise for the spacecraft with dielectrics close to conductors such as the 6c1d because of the image

charges. A 3 sphere MSM model where all spheres are constrained to stay on the z axis, but can

change their height and radius is optimized using only the conducting data for all spacecraft. The

cost function is the average percent error of the E field the MSM model produces relative to the

truth model. The final solution for the 3c3d spacecraft is shown in Fig. 3.18 with its three spheres

constrained along the z axis. Since all three spheres have a tunable radius and height, there are 6

free parameters in this model.
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Figure 3.18: Optimal MSM model for 3c3d spacecraft ignoring dielectrics

This process of ignoring the dielectrics is applied to all four spacecraft and their performance

in both the conducting and mixed charging regimes is shown in Fig. 3.19. All MSM models have

only conducting spheres and are optimized using just the conducting dataset (+30 kV and no

dielectric charge).
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Figure 3.19: Performance of a conductor-only MSM model in pure conducting (C) and mixed (M)
charging regimes

The performance of the 6c1d model is shown using a violin plot in Fig. 3.19a. Violin plots

are a good way to show a lot of data at once; they essentially show multiple histograms rotated by

90◦. The width of each bar corresponds to the number of cases in the bin shown on the y axis for

the case shown on the x axis. In the following violin plots, the cases correspond to how far away the

E field is measured, the bins correspond to the percentage error (with reference to the MoM truth

model), and the color corresponds to the charging scenario, with the dark blue being the conductor,

(C) and the aqua being the mixed case (M). For the 6c1d spacecraft (Fig. 3.19a), the errors for

the C and M case are incredibly similar, and both very good - they are almost always below 1%

error, and after 10 m they are always better than 0.1% error. They are similar because the induced

charge on the top plate of the conductor almost entirely cancels out the dielectric charge, making

it as though the charged dielectric is not even there.

Moving to the 5c1d case (Fig. 3.19b), the conducting regime errors are almost unchanged,

but the mixed charging regime errors are larger. This is because the two cases are no longer as

similar due to the lack of a top conducting panel to cancel out the dielectric charge. Despite this,

the conductor only model has only a few percent error in the M category, which is more than

accurate enough for many missions. The 3c3d spacecraft (Fig. 3.19c) is slightly harder to model

with mixed regime errors in the 10% range even though conductor errors are still very small. This

is because much of the dielectric is much farther away from the conductor. Moving finally to the

1c5d case (Fig. 3.19d), the C errors are still very good, but the M errors have increased up to 200%
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error.

From this analysis, it seems that one would not bother to model dielectrics for the 6c1d or the

5c1d, but probably the 3c3d and definitely for the 1c5d. To expand this analysis to more continuous

charging conditions, the dielectric charge density is swept from 1 - 1000 nC/m and voltage from

10V to 100 kV for each spacecraft. For each charging condition, compute the charge percentage

error as 100 (QC − QT )/(QT ) where QC is the total charge found if the dielectric is ignored and

QT is the true total charge. This charge error correlates with the percentage error when computing

force in the far field, and should be small to ensure accuracy. The charge error is always 100%

when the voltage is zero because the conductor only solution will always predict QC = 0, even

if the total charge QT is negligible. Thus, this method for judging the charge error can produce

misleading results when the voltage is small. The charge errors are shown in Fig. 3.20 where the

different colors indicate different spacecraft.

0.1

1

1000

10

100

100

100
10 5

0.11

Figure 3.20: Charge error as a function of voltage and dielectric charge density for four spacecraft

In general, the charge errors grow as the dielectric charge is increased, which makes sense

as the ignored charge becomes larger. The charge errors are also large when the voltage is low

because they are percentage based. The 1c5d spacecraft has the worst errors, as expected since it is

mostly dielectric, and has many panels which do not come close to the conductor. For this template

spacecraft, errors will be large for almost all dielectric and conductor charge configurations. For the
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two intermediate spacecraft - the 3c3d and 5c1d, the performance is very similar. They both have

charge errors larger than 10% if the dielectric charge is larger than 500 nC/m2 when the voltage is

5 kV. The 6c1d spacecraft is the bounding case - neglecting dielectrics only introduces errors when

the spacecraft is at very low voltages, at which the actual charge and resulting force and torque

will be very small.

This manner of analysis can be used to quickly check if dielectrics ought to be considered

in an analysis. First the self and mutual dielectric capacitances are found for the spacecraft in

question. Next the voltage and dielectric charge ranges are found, and finally the charge error

is computed for the voltage and dielectric charge ranges. If the charge error is higher than the

acceptable error for that mission, dielectrics must be included. This answers the first question

“when ought dielectrics to be considered?” Now, how best to model dielectrics is considered.

3.4.4 Dielectric MSM Methodology

Dielectrics charge on much slower timescales than conductors because of their large mutual

capacitance. Because of this, they are treated as known point charges rather than a known voltages.

To modify conducting MSM to include dielectrics, the model is broken into two parts for the

conductor and dielectric:


VC

VD


 =



SC SM

STM SD






QC

QD


 (3.86)

where the C and D subscripts denote conductor and dielectric respectively, and the M is for

mutual. Since the voltage of the conductor and the charge of the dielectric are assumed known and

the charge distribution for the conductor is sought, the top line of this equation is rearranged to

give

QC = [SC ]−1(VC − [SM ]QD) (3.87)

Then the total charge Q can be formed as Q = [QC ,QD]T . The force, torque, or E field are then

computed as discussed in the earlier section.
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When modeling conducting bodies, the MSM optimization problem is fairly simple - change

the position and size of the spheres to best match the force, torque, or E field from a truth model.

With dielectrics, there are a few changes - now there are both conducting spheres and point charges

which may be moved, and there are many different charging scenarios to consider when producing

the truth model. With conductors, it does not matter what voltage is chosen for the truth model,

as long as it is not zero. With dielectrics included, models that work well for a high voltage case

can perform very poorly for a high charge case.

To address the problem of optimizing for just one charging regime, three charging scenarios are

included in the truth file; one with just the conductor charged and no charge on the dielectric, one

with both conductor and dielectric charged, and one with just the dielectric charged. Because using

many point charges does not greatly slow down computation time, and to make the optimization

easier, the point charges are uniformly distributed over the dielectric panels. This scheme is shown

in Fig. 3.21.

Constraints: CS , CMD, �S , �MD
<latexit sha1_base64="1pip5ObKjN0lqtbAlX9caNgJEjQ=">AAACQ3icbZBLSwMxEMezPmt9VT16CRbBQym7UvBxqtSDF6FS+4BuKdk0bUOz2SWZFcvSz+Kn6VXPfgZv6lUw2/ZgWwdCfvxnhpn5e6HgGmz73VpZXVvf2Extpbd3dvf2MweHNR1EirIqDUSgGh7RTHDJqsBBsEaoGPE9wereoJTk609MaR7IRxiGrOWTnuRdTgkYqZ25coE9Q1wKpAZFuAR9jUe41K7k3Jz54vvbUUIu7fOpNqFEbmeydt6eBF4GZwZZNItyO/PldgIa+UwCFUTrpmOH0IqJAk4FG6XdSLOQ0AHpsaZBSXymW/HkxBE+NUoHdwNlngQ8Uf92xMTXeuh7ptIn0NeLuUT8N+f5c5Pjm1plYRXoXrZiLsMImKTTTbqRwBDgxFDc4YpREEMDhCpujsG0TxShYGxPG5ecRU+WoXaed+y881DIFgszv1LoGJ2gM+SgC1REd6iMqoiiFzRGr+jNGlsf1qf1PS1dsWY9R2gurJ9favOvxQ==</latexit><latexit sha1_base64="1pip5ObKjN0lqtbAlX9caNgJEjQ=">AAACQ3icbZBLSwMxEMezPmt9VT16CRbBQym7UvBxqtSDF6FS+4BuKdk0bUOz2SWZFcvSz+Kn6VXPfgZv6lUw2/ZgWwdCfvxnhpn5e6HgGmz73VpZXVvf2Extpbd3dvf2MweHNR1EirIqDUSgGh7RTHDJqsBBsEaoGPE9wereoJTk609MaR7IRxiGrOWTnuRdTgkYqZ25coE9Q1wKpAZFuAR9jUe41K7k3Jz54vvbUUIu7fOpNqFEbmeydt6eBF4GZwZZNItyO/PldgIa+UwCFUTrpmOH0IqJAk4FG6XdSLOQ0AHpsaZBSXymW/HkxBE+NUoHdwNlngQ8Uf92xMTXeuh7ptIn0NeLuUT8N+f5c5Pjm1plYRXoXrZiLsMImKTTTbqRwBDgxFDc4YpREEMDhCpujsG0TxShYGxPG5ecRU+WoXaed+y881DIFgszv1LoGJ2gM+SgC1REd6iMqoiiFzRGr+jNGlsf1qf1PS1dsWY9R2gurJ9favOvxQ==</latexit><latexit sha1_base64="1pip5ObKjN0lqtbAlX9caNgJEjQ=">AAACQ3icbZBLSwMxEMezPmt9VT16CRbBQym7UvBxqtSDF6FS+4BuKdk0bUOz2SWZFcvSz+Kn6VXPfgZv6lUw2/ZgWwdCfvxnhpn5e6HgGmz73VpZXVvf2Extpbd3dvf2MweHNR1EirIqDUSgGh7RTHDJqsBBsEaoGPE9wereoJTk609MaR7IRxiGrOWTnuRdTgkYqZ25coE9Q1wKpAZFuAR9jUe41K7k3Jz54vvbUUIu7fOpNqFEbmeydt6eBF4GZwZZNItyO/PldgIa+UwCFUTrpmOH0IqJAk4FG6XdSLOQ0AHpsaZBSXymW/HkxBE+NUoHdwNlngQ8Uf92xMTXeuh7ptIn0NeLuUT8N+f5c5Pjm1plYRXoXrZiLsMImKTTTbqRwBDgxFDc4YpREEMDhCpujsG0TxShYGxPG5ecRU+WoXaed+y881DIFgszv1LoGJ2gM+SgC1REd6iMqoiiFzRGr+jNGlsf1qf1PS1dsWY9R2gurJ9favOvxQ==</latexit><latexit sha1_base64="1pip5ObKjN0lqtbAlX9caNgJEjQ=">AAACQ3icbZBLSwMxEMezPmt9VT16CRbBQym7UvBxqtSDF6FS+4BuKdk0bUOz2SWZFcvSz+Kn6VXPfgZv6lUw2/ZgWwdCfvxnhpn5e6HgGmz73VpZXVvf2Extpbd3dvf2MweHNR1EirIqDUSgGh7RTHDJqsBBsEaoGPE9wereoJTk609MaR7IRxiGrOWTnuRdTgkYqZ25coE9Q1wKpAZFuAR9jUe41K7k3Jz54vvbUUIu7fOpNqFEbmeydt6eBF4GZwZZNItyO/PldgIa+UwCFUTrpmOH0IqJAk4FG6XdSLOQ0AHpsaZBSXymW/HkxBE+NUoHdwNlngQ8Uf92xMTXeuh7ptIn0NeLuUT8N+f5c5Pjm1plYRXoXrZiLsMImKTTTbqRwBDgxFDc4YpREEMDhCpujsG0TxShYGxPG5ecRU+WoXaed+y881DIFgszv1LoGJ2gM+SgC1REd6iMqoiiFzRGr+jNGlsf1qf1PS1dsWY9R2gurJ9favOvxQ==</latexit>

Conducting Data
<latexit sha1_base64="DQeP4zmmpmxTKflCf2vXTV754xU=">AAACGXicbVDLSsNAFJ3UV62PRl26GSyCq5IUQZeVunBZ0T6gDWUymbRDJ5MwcyOU0C/pVj/Enbh15Xf4A07bLGzrgYHDOfdyzxw/EVyD43xbha3tnd294n7p4PDouGyfnLZ1nCrKWjQWser6RDPBJWsBB8G6iWIk8gXr+OPG3O+8MKV5LJ9hkjAvIkPJQ04JGGlglxuxDFIKXA7xPQEysCtO1VkAbxI3JxWUozmwf/pBTNOISaCCaN1znQS8jCjgVLBpqZ9qlhA6JkPWM1SSiGkvWwSf4kujBDiMlXkS8EL9u5GRSOtJ5JvJiMBIr3tz8V/Pj1YuZ3ftp7UoEN56GZdJCkzSZZIwFRhiPK8JB1wxCmJiCKGKm89gOiKKUDBllkxL7nonm6Rdq7pO1X2sVerXeV9FdI4u0BVy0Q2qowfURC1EUYpm6BW9WTPr3fqwPpejBSvfOUMrsL5+AW63oEY=</latexit><latexit sha1_base64="DQeP4zmmpmxTKflCf2vXTV754xU=">AAACGXicbVDLSsNAFJ3UV62PRl26GSyCq5IUQZeVunBZ0T6gDWUymbRDJ5MwcyOU0C/pVj/Enbh15Xf4A07bLGzrgYHDOfdyzxw/EVyD43xbha3tnd294n7p4PDouGyfnLZ1nCrKWjQWser6RDPBJWsBB8G6iWIk8gXr+OPG3O+8MKV5LJ9hkjAvIkPJQ04JGGlglxuxDFIKXA7xPQEysCtO1VkAbxI3JxWUozmwf/pBTNOISaCCaN1znQS8jCjgVLBpqZ9qlhA6JkPWM1SSiGkvWwSf4kujBDiMlXkS8EL9u5GRSOtJ5JvJiMBIr3tz8V/Pj1YuZ3ftp7UoEN56GZdJCkzSZZIwFRhiPK8JB1wxCmJiCKGKm89gOiKKUDBllkxL7nonm6Rdq7pO1X2sVerXeV9FdI4u0BVy0Q2qowfURC1EUYpm6BW9WTPr3fqwPpejBSvfOUMrsL5+AW63oEY=</latexit><latexit sha1_base64="DQeP4zmmpmxTKflCf2vXTV754xU=">AAACGXicbVDLSsNAFJ3UV62PRl26GSyCq5IUQZeVunBZ0T6gDWUymbRDJ5MwcyOU0C/pVj/Enbh15Xf4A07bLGzrgYHDOfdyzxw/EVyD43xbha3tnd294n7p4PDouGyfnLZ1nCrKWjQWser6RDPBJWsBB8G6iWIk8gXr+OPG3O+8MKV5LJ9hkjAvIkPJQ04JGGlglxuxDFIKXA7xPQEysCtO1VkAbxI3JxWUozmwf/pBTNOISaCCaN1znQS8jCjgVLBpqZ9qlhA6JkPWM1SSiGkvWwSf4kujBDiMlXkS8EL9u5GRSOtJ5JvJiMBIr3tz8V/Pj1YuZ3ftp7UoEN56GZdJCkzSZZIwFRhiPK8JB1wxCmJiCKGKm89gOiKKUDBllkxL7nonm6Rdq7pO1X2sVerXeV9FdI4u0BVy0Q2qowfURC1EUYpm6BW9WTPr3fqwPpejBSvfOUMrsL5+AW63oEY=</latexit><latexit sha1_base64="DQeP4zmmpmxTKflCf2vXTV754xU=">AAACGXicbVDLSsNAFJ3UV62PRl26GSyCq5IUQZeVunBZ0T6gDWUymbRDJ5MwcyOU0C/pVj/Enbh15Xf4A07bLGzrgYHDOfdyzxw/EVyD43xbha3tnd294n7p4PDouGyfnLZ1nCrKWjQWser6RDPBJWsBB8G6iWIk8gXr+OPG3O+8MKV5LJ9hkjAvIkPJQ04JGGlglxuxDFIKXA7xPQEysCtO1VkAbxI3JxWUozmwf/pBTNOISaCCaN1znQS8jCjgVLBpqZ9qlhA6JkPWM1SSiGkvWwSf4kujBDiMlXkS8EL9u5GRSOtJ5JvJiMBIr3tz8V/Pj1YuZ3ftp7UoEN56GZdJCkzSZZIwFRhiPK8JB1wxCmJiCKGKm89gOiKKUDBllkxL7nonm6Rdq7pO1X2sVerXeV9FdI4u0BVy0Q2qowfURC1EUYpm6BW9WTPr3fqwPpejBSvfOUMrsL5+AW63oEY=</latexit>

Mixed Data
<latexit sha1_base64="gidRwRXr0aXyacn1If1+6bHWY/0=">AAACEnicbVDLSgMxFM34rPVVdekmWARXZaYIuqzowo1Q0T6wHUomc9uGJpkhyYhl6F90qx/iTtz6A36HP2DazsK2HggczrmXe3KCmDNtXPfbWVldW9/YzG3lt3d29/YLB4d1HSWKQo1GPFLNgGjgTELNMMOhGSsgIuDQCAbXE7/xDEqzSD6aYQy+ID3JuowSY6WnO/YCIb4hhnQKRbfkToGXiZeRIspQ7RR+2mFEEwHSUE60bnlubPyUKMMoh1G+nWiICR2QHrQslUSA9tNp4hE+tUqIu5GyTxo8Vf9upERoPRSBnRTE9PWiNxH/9QIxdzm9qj8sRDHdSz9lMk4MSDpL0k04NhGe9INDpoAaPrSEUMXsZzDtE0WosS3mbUveYifLpF4ueW7Juy8XK+dZXzl0jE7QGfLQBaqgW1RFNUSRRGP0it6csfPufDifs9EVJ9s5QnNwvn4BsRGdzA==</latexit><latexit sha1_base64="gidRwRXr0aXyacn1If1+6bHWY/0=">AAACEnicbVDLSgMxFM34rPVVdekmWARXZaYIuqzowo1Q0T6wHUomc9uGJpkhyYhl6F90qx/iTtz6A36HP2DazsK2HggczrmXe3KCmDNtXPfbWVldW9/YzG3lt3d29/YLB4d1HSWKQo1GPFLNgGjgTELNMMOhGSsgIuDQCAbXE7/xDEqzSD6aYQy+ID3JuowSY6WnO/YCIb4hhnQKRbfkToGXiZeRIspQ7RR+2mFEEwHSUE60bnlubPyUKMMoh1G+nWiICR2QHrQslUSA9tNp4hE+tUqIu5GyTxo8Vf9upERoPRSBnRTE9PWiNxH/9QIxdzm9qj8sRDHdSz9lMk4MSDpL0k04NhGe9INDpoAaPrSEUMXsZzDtE0WosS3mbUveYifLpF4ueW7Juy8XK+dZXzl0jE7QGfLQBaqgW1RFNUSRRGP0it6csfPufDifs9EVJ9s5QnNwvn4BsRGdzA==</latexit><latexit sha1_base64="gidRwRXr0aXyacn1If1+6bHWY/0=">AAACEnicbVDLSgMxFM34rPVVdekmWARXZaYIuqzowo1Q0T6wHUomc9uGJpkhyYhl6F90qx/iTtz6A36HP2DazsK2HggczrmXe3KCmDNtXPfbWVldW9/YzG3lt3d29/YLB4d1HSWKQo1GPFLNgGjgTELNMMOhGSsgIuDQCAbXE7/xDEqzSD6aYQy+ID3JuowSY6WnO/YCIb4hhnQKRbfkToGXiZeRIspQ7RR+2mFEEwHSUE60bnlubPyUKMMoh1G+nWiICR2QHrQslUSA9tNp4hE+tUqIu5GyTxo8Vf9upERoPRSBnRTE9PWiNxH/9QIxdzm9qj8sRDHdSz9lMk4MSDpL0k04NhGe9INDpoAaPrSEUMXsZzDtE0WosS3mbUveYifLpF4ueW7Juy8XK+dZXzl0jE7QGfLQBaqgW1RFNUSRRGP0it6csfPufDifs9EVJ9s5QnNwvn4BsRGdzA==</latexit><latexit sha1_base64="gidRwRXr0aXyacn1If1+6bHWY/0=">AAACEnicbVDLSgMxFM34rPVVdekmWARXZaYIuqzowo1Q0T6wHUomc9uGJpkhyYhl6F90qx/iTtz6A36HP2DazsK2HggczrmXe3KCmDNtXPfbWVldW9/YzG3lt3d29/YLB4d1HSWKQo1GPFLNgGjgTELNMMOhGSsgIuDQCAbXE7/xDEqzSD6aYQy+ID3JuowSY6WnO/YCIb4hhnQKRbfkToGXiZeRIspQ7RR+2mFEEwHSUE60bnlubPyUKMMoh1G+nWiICR2QHrQslUSA9tNp4hE+tUqIu5GyTxo8Vf9upERoPRSBnRTE9PWiNxH/9QIxdzm9qj8sRDHdSz9lMk4MSDpL0k04NhGe9INDpoAaPrSEUMXsZzDtE0WosS3mbUveYifLpF4ueW7Juy8XK+dZXzl0jE7QGfLQBaqgW1RFNUSRRGP0it6csfPufDifs9EVJ9s5QnNwvn4BsRGdzA==</latexit>

Dielectric Data
<latexit sha1_base64="1jdTSS+wyZmmcNlD1bnA05FJKsk=">AAACGXicbVDLTgIxFL2DL8QHoy7dNBITV2SGmOgSIwuXGOWRwIR0SoGGtjNpOyZkwpew1Q9xZ9y68jv8AQvMQsCTNDk5597c0xPGnGnjed9Obmt7Z3cvv184ODw6Lronp00dJYrQBol4pNoh1pQzSRuGGU7bsaJYhJy2wvH93G+9UKVZJJ/NJKaBwEPJBoxgY6WeW6wxyikxihFUwwb33JJX9hZAm8TPSAky1HvuT7cfkURQaQjHWnd8LzZBipVhhNNpoZtoGmMyxkPasVRiQXWQLoJP0aVV+mgQKfukQQv170aKhdYTEdpJgc1Ir3tz8V8vFCuX07vm01oUM7gNUibjxFBJlkkGCUcmQvOaUJ8p2wqfWIKJYvYziIywwsTYMgu2JX+9k03SrJR9r+w/VkrV66yvPJzDBVyBDzdQhQeoQwMIJDCDV3hzZs678+F8LkdzTrZzBitwvn4BSaKgMA==</latexit><latexit sha1_base64="1jdTSS+wyZmmcNlD1bnA05FJKsk=">AAACGXicbVDLTgIxFL2DL8QHoy7dNBITV2SGmOgSIwuXGOWRwIR0SoGGtjNpOyZkwpew1Q9xZ9y68jv8AQvMQsCTNDk5597c0xPGnGnjed9Obmt7Z3cvv184ODw6Lronp00dJYrQBol4pNoh1pQzSRuGGU7bsaJYhJy2wvH93G+9UKVZJJ/NJKaBwEPJBoxgY6WeW6wxyikxihFUwwb33JJX9hZAm8TPSAky1HvuT7cfkURQaQjHWnd8LzZBipVhhNNpoZtoGmMyxkPasVRiQXWQLoJP0aVV+mgQKfukQQv170aKhdYTEdpJgc1Ir3tz8V8vFCuX07vm01oUM7gNUibjxFBJlkkGCUcmQvOaUJ8p2wqfWIKJYvYziIywwsTYMgu2JX+9k03SrJR9r+w/VkrV66yvPJzDBVyBDzdQhQeoQwMIJDCDV3hzZs678+F8LkdzTrZzBitwvn4BSaKgMA==</latexit><latexit sha1_base64="1jdTSS+wyZmmcNlD1bnA05FJKsk=">AAACGXicbVDLTgIxFL2DL8QHoy7dNBITV2SGmOgSIwuXGOWRwIR0SoGGtjNpOyZkwpew1Q9xZ9y68jv8AQvMQsCTNDk5597c0xPGnGnjed9Obmt7Z3cvv184ODw6Lronp00dJYrQBol4pNoh1pQzSRuGGU7bsaJYhJy2wvH93G+9UKVZJJ/NJKaBwEPJBoxgY6WeW6wxyikxihFUwwb33JJX9hZAm8TPSAky1HvuT7cfkURQaQjHWnd8LzZBipVhhNNpoZtoGmMyxkPasVRiQXWQLoJP0aVV+mgQKfukQQv170aKhdYTEdpJgc1Ir3tz8V8vFCuX07vm01oUM7gNUibjxFBJlkkGCUcmQvOaUJ8p2wqfWIKJYvYziIywwsTYMgu2JX+9k03SrJR9r+w/VkrV66yvPJzDBVyBDzdQhQeoQwMIJDCDV3hzZs678+F8LkdzTrZzBitwvn4BSaKgMA==</latexit><latexit sha1_base64="1jdTSS+wyZmmcNlD1bnA05FJKsk=">AAACGXicbVDLTgIxFL2DL8QHoy7dNBITV2SGmOgSIwuXGOWRwIR0SoGGtjNpOyZkwpew1Q9xZ9y68jv8AQvMQsCTNDk5597c0xPGnGnjed9Obmt7Z3cvv184ODw6Lronp00dJYrQBol4pNoh1pQzSRuGGU7bsaJYhJy2wvH93G+9UKVZJJ/NJKaBwEPJBoxgY6WeW6wxyikxihFUwwb33JJX9hZAm8TPSAky1HvuT7cfkURQaQjHWnd8LzZBipVhhNNpoZtoGmMyxkPasVRiQXWQLoJP0aVV+mgQKfukQQv170aKhdYTEdpJgc1Ir3tz8V8vFCuX07vm01oUM7gNUibjxFBJlkkGCUcmQvOaUJ8p2wqfWIKJYvYziIywwsTYMgu2JX+9k03SrJR9r+w/VkrV66yvPJzDBVyBDzdQhQeoQwMIJDCDV3hzZs678+F8LkdzTrZzBitwvn4BSaKgMA==</latexit>

Optimizer
<latexit sha1_base64="icg9jmDCuDPqh416e9vVFlpxwIA=">AAACEXicbVDLTgIxFL2DL8QX6tJNIzFxRWaIiS4xbtyJUR4GJqRTOtDQdiZtxwQnfAVb/RB3xq1f4Hf4AxaYhYAnaXJyzr25pyeIOdPGdb+d3Nr6xuZWfruws7u3f1A8PGroKFGE1knEI9UKsKacSVo3zHDaihXFIuC0GQxvpn7zmSrNIvloRjH1Be5LFjKCjZWe7mLDBHuhqlssuWV3BrRKvIyUIEOtW/zp9CKSCCoN4VjrtufGxk+xMoxwOi50Ek1jTIa4T9uWSiyo9tNZ4DE6s0oPhZGyTxo0U/9upFhoPRKBnRTYDPSyNxX/9QKxcDm9bjwsRTHhlZ8yGSeGSjJPEiYcmQhN60E9pigxfGQJJorZzyAywAoTY0ss2Ja85U5WSaNS9tyyd18pVS+yvvJwAqdwDh5cQhVuoQZ1ICBgAq/w5kycd+fD+ZyP5pxs5xgW4Hz9AtyynfQ=</latexit><latexit sha1_base64="icg9jmDCuDPqh416e9vVFlpxwIA=">AAACEXicbVDLTgIxFL2DL8QX6tJNIzFxRWaIiS4xbtyJUR4GJqRTOtDQdiZtxwQnfAVb/RB3xq1f4Hf4AxaYhYAnaXJyzr25pyeIOdPGdb+d3Nr6xuZWfruws7u3f1A8PGroKFGE1knEI9UKsKacSVo3zHDaihXFIuC0GQxvpn7zmSrNIvloRjH1Be5LFjKCjZWe7mLDBHuhqlssuWV3BrRKvIyUIEOtW/zp9CKSCCoN4VjrtufGxk+xMoxwOi50Ek1jTIa4T9uWSiyo9tNZ4DE6s0oPhZGyTxo0U/9upFhoPRKBnRTYDPSyNxX/9QKxcDm9bjwsRTHhlZ8yGSeGSjJPEiYcmQhN60E9pigxfGQJJorZzyAywAoTY0ss2Ja85U5WSaNS9tyyd18pVS+yvvJwAqdwDh5cQhVuoQZ1ICBgAq/w5kycd+fD+ZyP5pxs5xgW4Hz9AtyynfQ=</latexit><latexit sha1_base64="icg9jmDCuDPqh416e9vVFlpxwIA=">AAACEXicbVDLTgIxFL2DL8QX6tJNIzFxRWaIiS4xbtyJUR4GJqRTOtDQdiZtxwQnfAVb/RB3xq1f4Hf4AxaYhYAnaXJyzr25pyeIOdPGdb+d3Nr6xuZWfruws7u3f1A8PGroKFGE1knEI9UKsKacSVo3zHDaihXFIuC0GQxvpn7zmSrNIvloRjH1Be5LFjKCjZWe7mLDBHuhqlssuWV3BrRKvIyUIEOtW/zp9CKSCCoN4VjrtufGxk+xMoxwOi50Ek1jTIa4T9uWSiyo9tNZ4DE6s0oPhZGyTxo0U/9upFhoPRKBnRTYDPSyNxX/9QKxcDm9bjwsRTHhlZ8yGSeGSjJPEiYcmQhN60E9pigxfGQJJorZzyAywAoTY0ss2Ja85U5WSaNS9tyyd18pVS+yvvJwAqdwDh5cQhVuoQZ1ICBgAq/w5kycd+fD+ZyP5pxs5xgW4Hz9AtyynfQ=</latexit><latexit sha1_base64="icg9jmDCuDPqh416e9vVFlpxwIA=">AAACEXicbVDLTgIxFL2DL8QX6tJNIzFxRWaIiS4xbtyJUR4GJqRTOtDQdiZtxwQnfAVb/RB3xq1f4Hf4AxaYhYAnaXJyzr25pyeIOdPGdb+d3Nr6xuZWfruws7u3f1A8PGroKFGE1knEI9UKsKacSVo3zHDaihXFIuC0GQxvpn7zmSrNIvloRjH1Be5LFjKCjZWe7mLDBHuhqlssuWV3BrRKvIyUIEOtW/zp9CKSCCoN4VjrtufGxk+xMoxwOi50Ek1jTIa4T9uWSiyo9tNZ4DE6s0oPhZGyTxo0U/9upFhoPRKBnRTYDPSyNxX/9QKxcDm9bjwsRTHhlZ8yGSeGSjJPEiYcmQhN60E9pigxfGQJJorZzyAywAoTY0ss2Ja85U5WSaNS9tyyd18pVS+yvvJwAqdwDh5cQhVuoQZ1ICBgAq/w5kycd+fD+ZyP5pxs5xgW4Hz9AtyynfQ=</latexit>

PTS
<latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit>PTS

<latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit><latexit sha1_base64="v/9xNADHDlfNnIh0tdxhsagoy/w=">AAACC3icbVDLTgIxFL2DL8QX6tJNIzFxRWaICS4xblxieCYwIZ3SgYa2M2k7JmTCJ7DVD3Fn3PoRfoc/YIFZCHiSJifn3Jt7eoKYM21c99vJ7ezu7R/kDwtHxyenZ8Xzi7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weRx4XdeqNIskk0zjakv8EiykBFsrNSoNxuDYsktu0ugbeJlpAQZ6oPiT38YkURQaQjHWvc8NzZ+ipVhhNNZoZ9oGmMywSPas1RiQbWfLqPO0I1VhiiMlH3SoKX6dyPFQuupCOykwGasN72F+K8XiLXL6UO7sRHFhPd+ymScGCrJKkmYcGQitCgGDZmixPCpJZgoZj+DyBgrTIytr2Bb8jY72SbtStlzy95zpVS7y/rKwxVcwy14UIUaPEEdWkBgBHN4hTdn7rw7H87najTnZDuXsAbn6xdW9prs</latexit>

SPHS0
<latexit sha1_base64="bVqrI7mAidYCwv9fLI1dtuPouZQ=">AAACFXicbVDLTgIxFO3gC/GFunTTSExckRljokuMG5YY5JHAhHRKBxraztjeMZIJ38FWP8Sdceva7/AHLDALAU/S5OSce3NPTxALbsB1v53cxubW9k5+t7C3f3B4VDw+aZoo0ZQ1aCQi3Q6IYYIr1gAOgrVjzYgMBGsFo/uZ33pm2vBIPcI4Zr4kA8VDTglYye8Ce4G0XqvWJz23Vyy5ZXcOvE68jJRQhlqv+NPtRzSRTAEVxJiO58bgp0QDp4JNCt3EsJjQERmwjqWKSGb8dB56gi+s0sdhpO1TgOfq342USGPGMrCTksDQrHoz8V8vkEuX07tmfSUKhLd+ylWcAFN0kSRMBIYIzyrCfa4ZBTG2hFDN7WcwHRJNKNgiC7Ylb7WTddK8Kntu2Xu4LlWus77y6Aydo0vkoRtUQVVUQw1E0ROaolf05kydd+fD+VyM5pxs5xQtwfn6BWFAn0E=</latexit><latexit sha1_base64="bVqrI7mAidYCwv9fLI1dtuPouZQ=">AAACFXicbVDLTgIxFO3gC/GFunTTSExckRljokuMG5YY5JHAhHRKBxraztjeMZIJ38FWP8Sdceva7/AHLDALAU/S5OSce3NPTxALbsB1v53cxubW9k5+t7C3f3B4VDw+aZoo0ZQ1aCQi3Q6IYYIr1gAOgrVjzYgMBGsFo/uZ33pm2vBIPcI4Zr4kA8VDTglYye8Ce4G0XqvWJz23Vyy5ZXcOvE68jJRQhlqv+NPtRzSRTAEVxJiO58bgp0QDp4JNCt3EsJjQERmwjqWKSGb8dB56gi+s0sdhpO1TgOfq342USGPGMrCTksDQrHoz8V8vkEuX07tmfSUKhLd+ylWcAFN0kSRMBIYIzyrCfa4ZBTG2hFDN7WcwHRJNKNgiC7Ylb7WTddK8Kntu2Xu4LlWus77y6Aydo0vkoRtUQVVUQw1E0ROaolf05kydd+fD+VyM5pxs5xQtwfn6BWFAn0E=</latexit><latexit sha1_base64="bVqrI7mAidYCwv9fLI1dtuPouZQ=">AAACFXicbVDLTgIxFO3gC/GFunTTSExckRljokuMG5YY5JHAhHRKBxraztjeMZIJ38FWP8Sdceva7/AHLDALAU/S5OSce3NPTxALbsB1v53cxubW9k5+t7C3f3B4VDw+aZoo0ZQ1aCQi3Q6IYYIr1gAOgrVjzYgMBGsFo/uZ33pm2vBIPcI4Zr4kA8VDTglYye8Ce4G0XqvWJz23Vyy5ZXcOvE68jJRQhlqv+NPtRzSRTAEVxJiO58bgp0QDp4JNCt3EsJjQERmwjqWKSGb8dB56gi+s0sdhpO1TgOfq342USGPGMrCTksDQrHoz8V8vkEuX07tmfSUKhLd+ylWcAFN0kSRMBIYIzyrCfa4ZBTG2hFDN7WcwHRJNKNgiC7Ylb7WTddK8Kntu2Xu4LlWus77y6Aydo0vkoRtUQVVUQw1E0ROaolf05kydd+fD+VyM5pxs5xQtwfn6BWFAn0E=</latexit><latexit sha1_base64="bVqrI7mAidYCwv9fLI1dtuPouZQ=">AAACFXicbVDLTgIxFO3gC/GFunTTSExckRljokuMG5YY5JHAhHRKBxraztjeMZIJ38FWP8Sdceva7/AHLDALAU/S5OSce3NPTxALbsB1v53cxubW9k5+t7C3f3B4VDw+aZoo0ZQ1aCQi3Q6IYYIr1gAOgrVjzYgMBGsFo/uZ33pm2vBIPcI4Zr4kA8VDTglYye8Ce4G0XqvWJz23Vyy5ZXcOvE68jJRQhlqv+NPtRzSRTAEVxJiO58bgp0QDp4JNCt3EsJjQERmwjqWKSGb8dB56gi+s0sdhpO1TgOfq342USGPGMrCTksDQrHoz8V8vkEuX07tmfSUKhLd+ylWcAFN0kSRMBIYIzyrCfa4ZBTG2hFDN7WcwHRJNKNgiC7Ylb7WTddK8Kntu2Xu4LlWus77y6Aydo0vkoRtUQVVUQw1E0ROaolf05kydd+fD+VyM5pxs5xQtwfn6BWFAn0E=</latexit>

SPHS
<latexit sha1_base64="cCPvfSClQ83EH1rjHZuHyOWrKew=">AAACE3icbVDLTgIxFO3gC/GFunTTSExckRlDokuMG5YY5JHAhHRKBxrazqS9YyQTPoOtfog749YP8Dv8AQvMQsCTNDk5597c0xPEghtw3W8nt7W9s7uX3y8cHB4dnxRPz1omSjRlTRqJSHcCYpjgijWBg2CdWDMiA8Hawfhh7refmTY8Uk8wiZkvyVDxkFMCVur2gL1A2qjXGtN+seSW3QXwJvEyUkIZ6v3iT28Q0UQyBVQQY7qeG4OfEg2cCjYt9BLDYkLHZMi6lioimfHTReQpvrLKAIeRtk8BXqh/N1IijZnIwE5KAiOz7s3Ff71ArlxO71uNtSgQ3vkpV3ECTNFlkjARGCI8LwgPuGYUxMQSQjW3n8F0RDShYGss2Ja89U42Seum7Lll77FSqlayvvLoAl2ia+ShW1RFNVRHTURRhGboFb05M+fd+XA+l6M5J9s5Rytwvn4BIsWeng==</latexit><latexit sha1_base64="cCPvfSClQ83EH1rjHZuHyOWrKew=">AAACE3icbVDLTgIxFO3gC/GFunTTSExckRlDokuMG5YY5JHAhHRKBxrazqS9YyQTPoOtfog749YP8Dv8AQvMQsCTNDk5597c0xPEghtw3W8nt7W9s7uX3y8cHB4dnxRPz1omSjRlTRqJSHcCYpjgijWBg2CdWDMiA8Hawfhh7refmTY8Uk8wiZkvyVDxkFMCVur2gL1A2qjXGtN+seSW3QXwJvEyUkIZ6v3iT28Q0UQyBVQQY7qeG4OfEg2cCjYt9BLDYkLHZMi6lioimfHTReQpvrLKAIeRtk8BXqh/N1IijZnIwE5KAiOz7s3Ff71ArlxO71uNtSgQ3vkpV3ECTNFlkjARGCI8LwgPuGYUxMQSQjW3n8F0RDShYGss2Ja89U42Seum7Lll77FSqlayvvLoAl2ia+ShW1RFNVRHTURRhGboFb05M+fd+XA+l6M5J9s5Rytwvn4BIsWeng==</latexit><latexit sha1_base64="cCPvfSClQ83EH1rjHZuHyOWrKew=">AAACE3icbVDLTgIxFO3gC/GFunTTSExckRlDokuMG5YY5JHAhHRKBxrazqS9YyQTPoOtfog749YP8Dv8AQvMQsCTNDk5597c0xPEghtw3W8nt7W9s7uX3y8cHB4dnxRPz1omSjRlTRqJSHcCYpjgijWBg2CdWDMiA8Hawfhh7refmTY8Uk8wiZkvyVDxkFMCVur2gL1A2qjXGtN+seSW3QXwJvEyUkIZ6v3iT28Q0UQyBVQQY7qeG4OfEg2cCjYt9BLDYkLHZMi6lioimfHTReQpvrLKAIeRtk8BXqh/N1IijZnIwE5KAiOz7s3Ff71ArlxO71uNtSgQ3vkpV3ECTNFlkjARGCI8LwgPuGYUxMQSQjW3n8F0RDShYGss2Ja89U42Seum7Lll77FSqlayvvLoAl2ia+ShW1RFNVRHTURRhGboFb05M+fd+XA+l6M5J9s5Rytwvn4BIsWeng==</latexit><latexit sha1_base64="cCPvfSClQ83EH1rjHZuHyOWrKew=">AAACE3icbVDLTgIxFO3gC/GFunTTSExckRlDokuMG5YY5JHAhHRKBxrazqS9YyQTPoOtfog749YP8Dv8AQvMQsCTNDk5597c0xPEghtw3W8nt7W9s7uX3y8cHB4dnxRPz1omSjRlTRqJSHcCYpjgijWBg2CdWDMiA8Hawfhh7refmTY8Uk8wiZkvyVDxkFMCVur2gL1A2qjXGtN+seSW3QXwJvEyUkIZ6v3iT28Q0UQyBVQQY7qeG4OfEg2cCjYt9BLDYkLHZMi6lioimfHTReQpvrLKAIeRtk8BXqh/N1IijZnIwE5KAiOz7s3Ff71ArlxO71uNtSgQ3vkpV3ECTNFlkjARGCI8LwgPuGYUxMQSQjW3n8F0RDShYGss2Ja89U42Seum7Lll77FSqlayvvLoAl2ia+ShW1RFNVRHTURRhGboFb05M+fd+XA+l6M5J9s5Rytwvn4BIsWeng==</latexit>

Model
<latexit sha1_base64="zagTPVdjkF5biO8E97Iim/vDeYM=">AAACFHicbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMeIFy9CRPOA7BJmZzvJkNkHM71iWPIbueqHeBOv3v0Of8BJsgeTWDBQVHXTNeUnUmi07W+rsLa+sblV3C7t7O7tH5QPj5o6ThWHBo9lrNo+0yBFBA0UKKGdKGChL6HlD2+nfusZlBZx9ISjBLyQ9SPRE5yhkVwX4QWz+zgAOe6WK3bVnoGuEicnFZKj3i3/uEHM0xAi5JJp3XHsBL2MKRRcwrjkphoSxoesDx1DIxaC9rJZ5jE9M0pAe7EyL0I6U/9uZCzUehT6ZjJkONDL3lT81/PDhcvZTfNxKQr2rr1MREmKEPF5kl4qKcZ02hANhAKOcmQI40qYz1A+YIpxND2WTEvOcierpHlRdeyq83BZqV3mfRXJCTkl58QhV6RG7kidNAgnCZmQV/JmTax368P6nI8WrHznmCzA+voFc2ifWw==</latexit><latexit sha1_base64="zagTPVdjkF5biO8E97Iim/vDeYM=">AAACFHicbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMeIFy9CRPOA7BJmZzvJkNkHM71iWPIbueqHeBOv3v0Of8BJsgeTWDBQVHXTNeUnUmi07W+rsLa+sblV3C7t7O7tH5QPj5o6ThWHBo9lrNo+0yBFBA0UKKGdKGChL6HlD2+nfusZlBZx9ISjBLyQ9SPRE5yhkVwX4QWz+zgAOe6WK3bVnoGuEicnFZKj3i3/uEHM0xAi5JJp3XHsBL2MKRRcwrjkphoSxoesDx1DIxaC9rJZ5jE9M0pAe7EyL0I6U/9uZCzUehT6ZjJkONDL3lT81/PDhcvZTfNxKQr2rr1MREmKEPF5kl4qKcZ02hANhAKOcmQI40qYz1A+YIpxND2WTEvOcierpHlRdeyq83BZqV3mfRXJCTkl58QhV6RG7kidNAgnCZmQV/JmTax368P6nI8WrHznmCzA+voFc2ifWw==</latexit><latexit sha1_base64="zagTPVdjkF5biO8E97Iim/vDeYM=">AAACFHicbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMeIFy9CRPOA7BJmZzvJkNkHM71iWPIbueqHeBOv3v0Of8BJsgeTWDBQVHXTNeUnUmi07W+rsLa+sblV3C7t7O7tH5QPj5o6ThWHBo9lrNo+0yBFBA0UKKGdKGChL6HlD2+nfusZlBZx9ISjBLyQ9SPRE5yhkVwX4QWz+zgAOe6WK3bVnoGuEicnFZKj3i3/uEHM0xAi5JJp3XHsBL2MKRRcwrjkphoSxoesDx1DIxaC9rJZ5jE9M0pAe7EyL0I6U/9uZCzUehT6ZjJkONDL3lT81/PDhcvZTfNxKQr2rr1MREmKEPF5kl4qKcZ02hANhAKOcmQI40qYz1A+YIpxND2WTEvOcierpHlRdeyq83BZqV3mfRXJCTkl58QhV6RG7kidNAgnCZmQV/JmTax368P6nI8WrHznmCzA+voFc2ifWw==</latexit><latexit sha1_base64="zagTPVdjkF5biO8E97Iim/vDeYM=">AAACFHicbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMeIFy9CRPOA7BJmZzvJkNkHM71iWPIbueqHeBOv3v0Of8BJsgeTWDBQVHXTNeUnUmi07W+rsLa+sblV3C7t7O7tH5QPj5o6ThWHBo9lrNo+0yBFBA0UKKGdKGChL6HlD2+nfusZlBZx9ISjBLyQ9SPRE5yhkVwX4QWz+zgAOe6WK3bVnoGuEicnFZKj3i3/uEHM0xAi5JJp3XHsBL2MKRRcwrjkphoSxoesDx1DIxaC9rJZ5jE9M0pAe7EyL0I6U/9uZCzUehT6ZjJkONDL3lT81/PDhcvZTfNxKQr2rr1MREmKEPF5kl4qKcZ02hANhAKOcmQI40qYz1A+YIpxND2WTEvOcierpHlRdeyq83BZqV3mfRXJCTkl58QhV6RG7kidNAgnCZmQV/JmTax368P6nI8WrHznmCzA+voFc2ifWw==</latexit>

Weights: w = [wC , wM , wD]
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Figure 3.21: Optimization scheme for dielectric MSM

An initial guess for the spheres location and radius is supplied to the optimizer. The optimizer

uses the points model along with the spheres model to compute the E field at all 30 points in all of

the 12 shells for all 3 charging scenarios. The cost is computed from the average percentage error

for all three charging scenarios and the weights. A selection of constrains, discussed later, can also

be used to ensure behavior in the far field. The final spheres model is combined with the prescribed
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points model to make the full model for that spacecraft.

3.4.5 Optimization Constraints

Prior work in optimizing MSM models for conductors [131, 130] has shown that enforcing

that the MSM model have the same self capacitance as the object being modeled can make the

optimization more robust and also provides a guarantee of correctly modeling the force in the far

field. The self capacitance is a scalar parameter that determines how much charge is present at a

given voltage. For a spacecraft with both dielectric and conducting components, the total charge

is a function of both the conductor voltage and the dielectric charge. The total charge is the sum

of the dielectric charge and the conductor charge:

Q = 1
T
nC
QC + 1

T
nD
QD (3.88)

where the notation 1n indicates a column vector of ones with n elements and nC and nD denote the

number of conducting and dielectric elements. Now substitute in Eq. (3.87) for QC and rearrange:

Q = 1
T
nC

[SC ]−1(VC − [SM ]QD) + 1
T
nD
QD

= CSVC + CMDQD (3.89)

where the self capacitance CS and mutual dielectric capacitance CMD are defined as

CS ≡ 1
T
nC

[SC ]−1
1nC (3.90)

CMD ≡ (1− 1
T
nC

[SC ]−1[SM ]1TnD
/nD) (3.91)

The self capacitance determines how sensitive the total charge is to the voltage on the conductor,

and the mutual dielectric capacitance determines how sensitive the total charge is to the dielectric

charge. If CMD = 1, then adding charge to the dielectric adds exactly that much to the total charge.

If CMD = 0, then adding charge to the dielectric adds no charge at all to the total charge because

the induced charge cancels it out. Referencing back to the MOI solution CMD ≈ 1−R/(R+d). So

when the dielectric is close to the conductor (d� R), CMD will be close to zero, and the dielectrics
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will have minimal effects. When the dielectric is far from the conductor (d ∼ R), CMD will be close

to one and dielectrics will play a larger role. Unlike the self capacitance which has units of Farads,

CMD is dimensionless and is always between 0 and 1.

The total charge is 0th order moment of the charge distribution. The first order moment of

the charge distribution is the dipole (q). The dipole is a 3 × 1 vector formed by multiplying the

total charge by a vector pointing from the center of the coordinate system (usually at the center of

mass) to the center of the charge and is discussed in greater detail in the section on Appropriate

Fidelity Measures. MSM models that match the total charge and the dipole will correctly predict

the torque as well as the force in the far field.

For a MSM model with both dielectric and conducting parts, the dipole is a combination of

the dipole from both the dielectric and conducting portions:

q = χSV + χMDQD (3.92)

where the parameters χS and χMD are the self and mutual susceptibilities defined by:

χS ≡ [RC ][SC ]−1
1nC (3.93)

χMD ≡
[RD]1nD

nD
− [RC ][SC ]−1[SM ]1nD

nD
(3.94)

where [RC ] and [RD] are matrices containing the location of every sphere/point in an MSM model

or the centroid of every triangle in a MoM model for both the conductor and dielectric:

[R] =




x1 . . . xN

y1 . . . yN

z1 . . . zN




(3.95)

The self susceptibility determines how sensitive the total dipole is to the conductor voltage, and

the mutual susceptibility determines how sensitive it is to the dielectric charge. If the mutual

susceptibility is small, the charge on the dielectric will not influence the dipole strongly. Once

again the units differ because the two susceptibilities multiply different quantities.

These four parameters, CS , CMD, χS , and χMD, are all intrinsic and unchanging properties

of a given spacecraft geometry. These constraints are enforced during optimization to understand
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how they affect the performance. Since these four constrains can be enforced in groups, there are

16 different unique sets of constraints that can be used. For each constraint set, the MSM solution

is optimized for the 3c3d spacecraft using a prescribed points model for the dielectric which uses

36 points and a seven sphere MSM model which has 3 spheres on each of the conductor panels and

one along the central axis.

The results are shown in Fig. 3.22. The MSM solution for one of the 16 cases is shown in

Fig. 3.22a. This particular optimization was constrained to match the self capacitance and self

susceptibility, but not either of the mutual terms. The performance of this model is shown as a

triple violin plot in Fig. 3.22b. The errors for all three scenarios decreases with distance, dropping

below 1% at around 10 m for the dielectric case and near 7 m for the conductor and mixed case.

The maximum error is near 10% but that is only for the dielectric only case at the closest distance.

Since it would be tedious to show a triple violin plot for each of the 16 different constrain cases,

the performance is reduced to two scalar values - first the cost function which is the mean of the

errors for each field point at each radius and each charging condition. This value is shown for all

of the 16 constraint cases in Fig. 3.22c.
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Figure 3.22: Effects of enforcing constraints

The first thing to notice is that the errors are all very good regardless of the constraints used.

The maximum mean error is 1.35%, which is less than other uncertainties in the system are likely

to be. The lowest error is found with no constrains at all, which is expected as the optimizer has

access to more solutions than the constrained solutions. In general, the leftmost and third-from-
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left columns are similar to each other and darker than the rest, indicating that the optimizer picks

MSM models that match self capacitance even if that constraint is not enforced. The first and third

rows also have lower error than the other rows, especially when combined with the first and third

columns. This indicates that CS and χS are the most important parameters to match. Looking at

the outside edge near the upper left corner shows the effects of including just one constraint at a

time. No constraints at all gives a mean error of 1.11 %, just χS gives 1.14 %, χMD gives 1.16 %,

CMD gives 1.17 %, and CS gives the same 1.11%. This analysis of looking at the constraints one

at a time supports the idea that CS and χS are the most important parameters to match.

The second scalar value to draw from the violin plots is the mean error for all charging

conditions at 25 meters. This final error should be more sensitive to enforcing constraints due to

its distance and is shown in Fig. 3.22d. The first and third column are even more dramatically

better than the rest than in the mean error, as is the third row. Here, the lowest error comes from

enforcing the self susceptibility constraint either with or without the self capacitance. The mean

and final error analysis both show that CS and χS are the most important constraints to enforce

for this spacecraft. Enforcing both only hurts the mean error by 0.04%, and provides a guarantee

of performance in the far field.

This particular seven sphere, 36 point model has 8 free parameters, which makes it possible to

enforce any combination of constraints and still have many free parameters to tune for optimality.

Despite this, it is still a very difficult optimization requiring very precise initial conditions. For

more simple MSM models with fewer free parameters, it is not possible to enforce all of these

constraints depending on the number of free parameters. It is also possible that the constrains are

not compliant for some MSM models — for example a MSM model that had all spheres constrained

on the z axis would never be able to match any non-zero x and y components of χS . For this model,

constraints aid the solution since they are compliant. For other models, they are detrimental or

impossible to enforce.



85

3.4.6 Performance and Time Analysis

The earlier section investigated the effect of constraints while keeping the model (3c3d space-

craft with 7 spheres and 36 points) constant. This section uses no constraints, but investigates

the E field fitting performance while changing the spacecraft and its sphere and points model.

For all spacecraft, the points are distributed equidistantly across the dielectric panels as shown in

Fig. 3.22a. This model has two rows which results in 36 points, one row gives in 11 points while

3 rows will give 75 points. For dielectric-heavy spacecraft (such as the 1c5d) there are naturally

many more points than for conductor-heavy spacecraft (such as the 6c1d).

For all spacecraft, the spheres model uses a few spheres placed either along the z axis or in

the plane of the conducting panels. The simplest model uses two spheres where both spheres have

variable radii and position along the z axis. The next most complicated model has 3 spheres with

variable radii and height for 6 total parameters. More advanced models have one sphere free to

move along the z axis and a few rings of spheres centered on the panels that can change height

and radius. Fig. 3.22a shows a model for the 3c3d spacecraft with three rings of spheres along the

vertical panels and one central sphere along the z axis for a total of seven spheres. For the 1c5d

spacecraft, none of the above models work well, so 1, 4, and 5 sphere models are made which keep

all spheres in the z = −1.5m plane. In total, 10 separate sphere and 9 separate point models are

considered for a total of 53 optimizations which are shown in Fig. 3.23. If no points are used, the

dielectric dataset is ignored because it will always give 100% error.
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Figure 3.23: Mean error of E field fitting for different sphere and point models
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The first plot (Fig. 3.23a) shows how well different designs model the E field surrounding

the 6c1d spacecraft. Earlier analysis found that dielectrics did not need to be modeled, and this

analysis confirms that and additionally finds that that adding points actually hurts the solution. If

no points are used, the mean errors are all less than 0.2%, but if points are added they jump up to

at least 20% and sometimes almost 100%. Among the conductor-only solutions, there is very little

variation, with more spheres helping in general except for the 5 sphere model.

Moving to the 5c1d spacecraft (Fig. 3.23b), adding points still makes the solution worse but

not by as much as the 6c1d. Ignoring the dielectric gets errors near 0.5%, but including them gets

errors near 5%. In general, more spheres helps, with the exception of the 5 sphere model, which

appears to be an all-around bad model regardless of the number of points used on both the 6c1d

and 5c1d spacecraft. For both of these spacecraft, one ought to ignore the dielectrics entirely.

The 3c3d spacecraft (Fig. 3.23c) has equal area of conductor and dielectric and has slightly

smoother behavior. Ignoring dielectrics results in mean errors near 4%, and including them can

either help or hurt this solution. For instance, including points makes the solution nearly 3 times

worse for a two sphere model, but nearly 3 times better for a 7 sphere model. For any models with

more than 3 spheres, dielectrics ought to be included. Except for the first row, more spheres and

points both help the solution. Since the columns are more distinct than the rows, one can conclude

that the number of spheres is more important than the number of points, although the jump from

0 to 11 and 11 to 36 points is significant.

Finally, the 1c5d spacecraft mean error is shown in Fig. 3.23d. Since this spacecraft is

virtually all dielectric, a points only solution is also considered. Both the points and only spheres

cases preform poorly with errors near 100%. For the cases with both spheres and points, the errors

are much better, and decreases as spheres and points are added. In contrast to the 3c3d spacecraft,

the rows are just as distinct as the columns, which indicates that adding points for this spacecraft

is more valuable than on the 3c3d, which makes sense since the dielectric is larger and plays a larger

part in the E field.

Overall, the two spacecraft for which dielectrics ought not be included are the easiest to
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model with errors always less than 0.5%. The 3c3d spacecraft provides an intermediate case where

the number of spheres being used determines whether points ought to be used. For all spacecraft,

a model exists which keeps the average error below 1.5%, which is likely lower than other errors

expected in the system.

Many of the proposed applications of electrostatic force modeling must evaluate quickly as

well as accurately. To investigate the trade space between accuracy and time, the number of

arithmetic operations needed is found. For an MSM model with n conducting spheres and m

dielectric point charges, the number of operations N required to find the charge at each node

(using Eqn. (3.87)) is

N =
2

3
n3 +

11

2
n2 − 25

6
n+ 2mn (3.96)

if using Gauss-Jordan elimination for the matrix inverse.

This measure is not the full number of computations that must occur to compute the electro-

static force or torque, but is the most time-intensive step. All other steps will involve the number of

points and spheres in both models and are therefore more difficult to include without introducing

unnecessary complexity.
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Figure 3.24: Mean error for all spacecraft as a function of arithmetic operations

The mean error function is plotted in Fig. 3.24 for all spacecraft and all models as a function
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of operations, which are a proxy of computer time. The small pairs of numbers indicate which

model is used – a pair of i, j indicates a model with i spheres and j points, and the color indicates

the spacecraft. For the 6c1d and 5c1d spacecraft, only the conductor-only solution is shown since

the others have poor performance. For the other two spacecraft, all the designs are shown with lines

indicating models with the same number of spheres. Additionally, a boundary line and shading is

used to indicate the likely Pareto front.

It is now clear that the 3c3d spacecraft is the least accurate, but still has mean error below

10% for all but one design. The 1c5d spacecraft follows a much tighter boundary and is more

accurate while requiring roughly the same computational effort. Lastly, the two conductor only

spacecraft are not strong functions of the computational effort but are very accurate no matter

which model is used. This plot, or others like it, could be used to decide which model to use for a

particular mission with known accuracy and speed constraints.

This section seeks to answer two question: first, “when ought dielectrics be modeled?” and

second, “how can dielectrics be modeled in MSM?”. The first question is answered through an

analysis of the mutual dielectric capacitance, and by including and neglecting dielectrics for certain

models. For the four spacecraft analyzed, two of them do not need to have their dielectric com-

ponents modeled. In fact, including them makes the solution worse. For the other two, ignoring

dielectrics can lead to errors in the E field of 100s of percent. The mutual dielectric capacitance

analysis provides the tools to extend this to other spacecraft than the four analyzed.

The second question is answered by using a point charge model for the dielectric portions

of the spacecraft. When optimizing the full model, the points are included, but not allowed to be

varied and 3 datasets that include a conductor only, mixed, and dielectric only case are included.

Constraints can help enforce the far-field behavior without hurting the overall performance for

some models, but the constraints are not always compliant for all models and all spacecraft. When

optimized without any constraints, the predicted E field only differs from the truth model by less

than 10%, often less than 1%. The conductor solutions are the most accurate, with the 1c5d and

3c3d following behind. Overall, modeling dielectrics using MSM is feasible and the errors for the
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cases considered here are less than other errors expected in the system.



Chapter 4

Orbital Effects of Electromagnetic Perturbations

This chapter uses the voltages, force, and torques of the previous chapters to study the effects

of these charging-induced forces and torques on spacecraft orbits. Once again, these effects are for

either the electrostatic tractor and for uncontrolled HAMR debris.

4.1 Charged Debris Effects

Früh et al. were the first to model the electrostatic charging effects on HAMR objects [2]

such as shown in Fig. 4.1. This initial work adds the Lorentz force and eddy torque to the more

standard list of perturbations for an HAMR plate. Including these two new effects changes the

orbit by nearly a tenth of a degree in inclination and 0.002 in eccentricity after only 12 hours.

Paul et al. [15] modeled a sphere for which torques are not included and found much less dramatic

results.

Figure 4.1: Sheets of Multi-Layer Insulation can be perturbed by electromagnetic effects
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The first published work in this study is [16] which investigates under what conditions elec-

tromagnetic effects need to be considered, and how they impact the orbital motion. This is done

by first analytically analyzing the magnitudes of different perturbations for a charged sphere, then

using different propagators for a geometrically complex object and analyzing the dynamics. Then

a Monte Carlo analysis over attitude is performed to investigate how significant these electromag-

netic perturbations are in comparison to the natural spread over attitude. Lastly, the objects and

orbit scenarios are found for which electrostatic torques are the most significant. The key result

from this paper is that electrostatics influence the orbit not through the Lorentz force, but rather

through the Lorentz and Eddy torques which change the attitude. The attitude modulates SRP,

which is strong enough to change the orbit significantly.

The next development in charged debris perturbations is [17] which uses a higher fidelity

charging model built from empirical fluxes to better estimate the voltage as a function of Local

Time (LT ) and Planetary K index (KP ). It also includes the convective E field which has been

ignored in propor work. From a dynamics perspective, this is a significant change because the

voltage–and therefore all voltage-induced force and torques–are functions of time. Further, a much

more rigorous Monte Carlo analysis is performed which compares the relative effects of attitude

uncertainty with electromagnetic effects on the final position. Because this Monte Carlo analysis

is more informative to that in [16], only the later one is presented here.

4.1.1 Orbital Impact Considering Only Charging

Charging combines with Earth’s magnetic field to create an electrostatic force and torque.

In this section, only the electrostatic force (Lorentz force) is considered from the perspective of

orbital element changes and the maximum magnitude of acceleration, as torques have no direct

effect on the orbital motion. Prior work has postulated if such Lorentz forces on their own could

cause significant perturbations [19]. Thus, this subsection estimates the maximum perturbations

that can be expected from natural charging. In this analysis a constant voltage of -30 kV is used,

even though it will likely change with local time due to changing plasma conditions.
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Consider the example case of a charged aluminum sphere in geosynchronous orbit inclined

by 16◦ subjected only to the point mass gravity of the Earth, SRP, and the Lorentz force. For

SRP, assume the cannonball model with full absorption. For the calculation of the Lorentz force,

assume the magnetic field points due north with a strength of 100 nT, and that the inclined orbit

gives a relative velocity of 1 km/sec and that the sphere is charged to -30 kV. 100 nT is a good

ballpark number for the strength of the magnetic field at GEO, -30 kV is a worst case number, and

the relative velocity comes from the inclined orbit having velocity components different than the

co-rotation velocity (∆v = v sin(i) = 3.2 km/sec sin(16◦) ≈ 1 km/sec). As the sphere changes size,

its area to mass ratio changes as do the acceleration due to Lorentz forces.
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Figure 4.2: Accelerations of an aluminum sphere as a function of size

The acceleration of the aluminum sphere due to these three perturbations as a function of

its size is shown in Fig. 4.2. As expected, the acceleration due to gravity is constant with respect

to the object size. The force from SRP grows with the square of the radius, and the Lorentz

force grows linearly with the radius, but the mass grows as the cube of the radius. This means

that the SRP acceleration decays as 1/r while the Lorentz acceleration decays as 1/r2. Because

of this, Lorentz forces are more significant when the object is small, as can be seen in Fig. 4.2.
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For the situation modeled here, charging is as significant as SRP for sphere with r ∼ 20µm and

charging is the dominant acceleration for spheres smaller than 10 µm. For larger spacecraft with

r ∼ 1 − 10m, gravity dwarfs SRP, which dwarfs charging. For more conservative charging levels,

the sphere must be even smaller for charging to matter. This analysis shows that Lorentz forces

only impact dust-sized object in a significant manner. For larger objects as spacecraft or spacecraft

components such as torn-off Mylar these electromagnetic forces are exceeding small and have a

negligible impact. However, the impact of electromagnetic perturbations does not end here. The

next section investigates the impact of electromagnetic torques along with other perturbations.

4.1.2 Numerical Propagation of Nominal Case Including Charging

4.1.2.1 Perturbations Considered

Numerous perturbations due to Earth, moon, sun, solar pressure, electrostatics and Eddy

current influence the orbits of HAMR objects at GEO. Each perturbation considered is detailed in

Tab. 4.1 with either the exact equation or a short description.

Table 4.1: Forces and Torques acting on Space Debris

Perturbation Force Torque

Earth gravity Spherical Harmonics up to 4th order L = 3µ
R5

c
Rc × [I]Rc

Lunar gravity point-mass gravity 0
Solar gravity point-mass gravity 0
SRP Absorptive, specular, and diffuse reflection L = rsep × FSRP

Electrostatic F = Qv ×B L = qsep × (v ×B)
Eddy Currents 0 L = ([M ](ω ×B))×B

Eddy current torque is included as well. When a conductor spins in a magnetic field, the

mobile electrons move in loops because of induction. No net force is felt because the current path

is closed, but an eddy current torque is felt. Gomez recently developed a general method for

calculating this torque [56] through

L = ([M ](ω ×B))×B (4.1)
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where [M ] is the magnetic tensor. For a flat plate, the matrix [M ] is given by

[M ] = CT
σe

4
nnT (4.2)

where σ is the conductivity, CT is a constant dependent on shape and size, and n is a unit vector

normal to the plane. For a rectangle with length l greater than width w, CT is found using St.

Venant beam theory:

CT ≈
lw3

3(1 + 1.38(w
2

l2
)1.6)

(4.3)

in the cases considered, the normal axis of the plate is ẑ which makes the torque equal to

L = ([M ](ω ×B))×B = CT
σe

4
(ω1B2 − ω2B1)




B2

B1

0




(4.4)

It is interesting to note that if the plate is spinning about its axis of maximum inertia, ω3 will be

large and ω1 and ω2 will be small or zero. The eddy torque will also be small, and the object’s spin

will be relatively unaffected. If the object is tumbling, only the spin rates about the body 1 and 2

axes are removed and it will eventually fall into a stable spin about its axis of major inertia.

The magnitude of the SRP force is determined by the solar flux and the illuminated area.

The direction is governed by the amount of light that is absorbed and reflected specularly and

diffusely. The SRP force is given by [132]:

F = pSRPA cos(θ)

[
ρAŝ+ 2ρs cos(θ)n̂+ ρd(ŝ+

2

3
n̂)

]
(4.5)

Where θ is the angle between the sun-pointing line and the face normal, ŝ is the sun-pointing vector,

n̂ is normal to the plane, and ρA, ρS , and ρD are the absorptive, specular, and diffuse coefficients,

respectively, which must sum to unity.

4.1.2.2 Magnetic Field Models

Earth’s magnetic field at low altitudes is well approximated by the IGRF model, which

takes many factors affecting Earth’s geodynamo into account. Outside Earth’s magnetosphere, the
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magnetic field is purely a function of space weather and has little to no dependence on Earth’s own

magnetic field. At GEO, these two effects combine to make a complex function of time and space

weather parameters. The current state of the art for modeling this field is the Tsyganenko model

[133]. There have been many versions and updates to this model, but in this analysis the 2001

version is used with GEOPACK 20081 for coordinate transforms.

Since the magnetic field is position dependent, the model is run at each timestep. The time

is assumed to be January 1, 2002, midnight, for all runs. The space weather parameters used are

shown in Tab. 4.2, and are representative values that are used by the Community Coordinated

Modeling Center (CCMC) on their single-run website2

Table 4.2: Space weather parameters used for Tsyganenko model

Parameter Value

Solar Wind Dynamic Pressure 4 nPa
Solar Wind Velocity 400 km/s

IMF By 6 nT
IMF Bz -5 nT

DST -30 nT

This produces a magnetic field model that accounts for the solar wind and Earth’s geodynamo.

As shown in Fig. 4.3, the field is not well-modeled by a tilted dipole alone. The x and y axes are in

earth radii, and the z axis is arbitrary. Space weather will have a dramatic effect on the charging

and the magnetic field strength and direction.

The voltage of a conducting sheet is perhaps one of the easier spacecraft charging problems

one could pose, nonetheless it is a still a hard problem. The voltage was modeled under very

harsh charging conditions by Früh et al. in [2] for a sheet with one side conducting and one of

different dielectrics such as Kapton and Mylar. The most extreme voltage found was slightly more

negative than -30 kV and occurred when using the very high ATS-6 flux. In this analysis, a simple

and constant value of -30 kV is used to give a rough maximum for the charge level. In many

1 http://ccmc.gsfc.nasa.gov/modelweb/magnetos/tsygan.html
2 http://ccmc.gsfc.nasa.gov/requests/instant/tsyganenko.php
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Figure 4.3: ECI Magnetic field used in this study, Z axis is arbitrary

circumstances, the voltage would be much less extreme.

4.1.2.3 Self Capacitance Estimation for Rectangular Plates

Calculating the self capacitance of a square plate is a well-studied problem. J.C. Maxwell

himself estimated it to be 0.40 pF for a 1 cm square [112], and current computation methods now

estimate it at 0.4019 pF [134]. The self capacitance of two geometrically similar objects, will scale

linearly with any dimension. For instance, the self capacitance of a sphere is given by C = 4πε0R.

For a flat plate, capacitance can be expressed as c = C/B where C is the true capacitance in

Farads, and B is the bigger side of the plate. For a square plate B is just the edge length.

Reitan and Higgins [128] produced a very useful curve from which c can be extrapolated from

the aspect ratio of the big to small side B/S. Ten points are read off this curve, and a power law

is used to fit it with good accuracy (r2 = 0.9995). The power law is shown below.

c =

(
0.402 ∗ 10−10 F

m

)(
B

S

)−0.4733

(4.6)

The capacitance is used to convert the voltage, which can often be estimated from space weather

parameters and is assumed to not depend on size or shape, to the charge. The amount of charge

will dictate the magnitude of the force.

4.1.2.4 Numerical Propagation of Nominal Case

A nominal case of a thin rigid square of mylar is considered first. The material parameters are

shown in Tab. 4.3. The inertia tensor is computed assuming constant density. The center of charge
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is separated from the center of mass by rCC while the center of pressure, which is used for SRP, is

separated from the center of mass by rCP. Any matrix values not explicitly defined are zero. The

initial state of the plate are that it’s initial attitude is aligned with the ECI frame, and it’s initial rate

is zero. The initial orbit elements are a = 42164 km, e = 0.001, i = 16◦,Ω = 0, ω = 242.3213◦, ν = 0.

Table 4.3: Nominal HAMR propagation values [1, 2]

Parameter Value

thickness 1/4 mil (6.35 µm)
density 1.39 g/cm3

Lx 10 cm
Ly 10 cm
C 4.02 pF
rCC [2, 2, 0]T cm
rCP [2, 2, 0]T mm
χS 80.43 ∗ [1, 1, 0]T fF m

χA(1, 1) 5.393 ∗ 10−11 F m2

χA(2, 1), ψA(1, 2) 1.711 ∗ 10−14 F m2

χA(2, 2) 1.613 ∗ 10−12 F m2

ρA 0.5
ρS 0.2
ρD 0.3
σC 3.5*107 S/m
M3,3 333.12 Sm4

Four different models are used to propagate the orbit of the plate. The longitude and altitude

departure over time are shown in Fig. 4.4. Model 1 is the full model, model 2 neglects electrostatic

force and torque, model 3 additionally neglects eddy torques, and model 4 additionally neglects

attitude-dependent SRP and uses a cannonball model. The orbits for each of these propagators all

start at the same place, with no altitude departure and 241◦ longitude. By the end of the 48 hour

propagation, the full model predicts a location that is 1441 km away from the model that neglected

only statics, 2351 km away from the model that neglected statics and eddy torques, and 3354 km

away from the model that neglected all electromagnetic effects and used cannonball SRP.

The analysis considering only charging predicted very small displacements from electrostatic
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Figure 4.4: Longitude and altitude for plates with different propagation models

effects, but Fig. 4.4 shows thousands of kilometer departures caused by including electrostatic and

eddy effects. To investigate how such small forces and torques can cause such a drastic change in

the orbital position, the magnitudes of the linear and rotational accelerations are now investigated.

For the full propagator model, the norm of the linear and rotational accelerations are shown in

Fig. 4.5.

As is expected for a circular orbit, the linear acceleration from Earth’s gravity stays constant.

The SRP acceleration is heavily attitude dependent and changes magnitude quickly as the plate

tumbles, but is still by far the largest perturbation. Solar and Lunar gravity change slowly as the

distance to the plate changes. The electrostatic force is the smallest by many orders of magnitude.

As for the torques SRP is still the largest, but is followed more closely by electrostatic

and eddy torques while the gravity gravity gradient torque is many orders of magnitude smaller.

Electrostatic and eddy torques cause rotational accelerations near 1 Radian per hour2, which means

that in one hour they could change the attitude by 1/2 a radian if they acted in the same direction

using ∆θ = 1
2 θ̈∆t

2 . This is the key to how electrostatic and eddy effects can change an orbit

so drastically — over time periods longer than a few hours, electrostatic and eddy torques can
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Figure 4.5: Accelerations for charged HAMR object during propagation

significantly change the attitude of a HAMR object, which changes SRP, which changes the orbit.

This matches the findings of other authors as well. Früh et al [2] found that including eddy

torques for a thin HAMR object caused major orbital differences, but Paul et al. [15] modeled

a sphere for which torques do not act and found minimal orbital differences. The Lorentz force

cannot change the orbits of objects large enough to be observable. However electrostatic and eddy

torques can change the attitude, and if the attitude influences SRP, the orbit can be measurably

changed.

4.1.3 Comparison of Torques for General Objects

SRP is the driver for HAMR objects, but it can be steered by electromagnetic torques. This

subsection investigates what objects are susceptible to such electromagnetic torques. First consider

the same 10 cm square plate considered in previous analysis, but allow the voltage to vary. If the

plate is uncharged electrostatics will no longer act, and earlier analysis shows that at -30 kV it does

matter, but is there a charging threshold where electrostatics begin to contribute? To answer this

question, the voltage of the plate is varied logarithmically from 10 Volts, which is a normal floating

potential, to 100 kV, which is slightly higher than the worst case charging ever modeled. [135]. The

plate’s orbit is propagated for 24 hours, and the torques are recorded. The angular acceleration

that the plate experiences due to each perturbation is shown in the log-log plot in Fig. 4.6. The
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linear accelerations are not shown because the orbit change comes from electromagnetic torques

reorienting the plate which changes SRP.
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Figure 4.6: Angular accelerations due to various perturbations at different voltages

Since all of the torques are attitude dependent, they vary quickly through time as the plate

tumbles. To give a sense of the normal variation, the mean and 1-σ bounds are shown. Because

many of the torques are logarithmically distributed, the standard deviation is larger than the

mean, and does not apply for a non-symmetric distribution. Rather, the logarithms or the angular

accelerations are used to make the statistics, then exponentiated for plotting. This is shown below:

x′ = log(x)→ x̄ = 10x̄
′

(4.7)

→ x̄± σx = 10x̄
′±σx′ (4.8)

The torques from gravity gradients, SRP, and eddy currents are all relatively constant with voltage,

which would be expected. However, the torque from electrostatics rises steadily. If 1 radian is used

as an arbitrary marker of a significant attitude change, the time scales on which electrostatics will

act can be investigated. For 10 Volts, the mean angular acceleration is 3.5e-3 Rad/hr2. Using

∆θ = 1
2 θ̈∆t

2 gives a time scale of 23.8 hours. At 600 Volts, the time needed for significant attitude

perturbations is 3 hours, and at 100 kV it only takes 14 minutes. Of course this assumes the torque



101

is always about the same body axis, which is not always true but gives a convenient upper bound.
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Figure 4.7: Angular accelerations due to various perturbations at different CM offsets

This same analysis is repeated varying not voltage but the separation between center of charge

and center of mass while the voltage is fixed at 30 kV in Fig. 4.7. Once again all perturbations

except electrostatics are relatively constant, while electrostatic torques grow with the separation,

as this lengthens the moment arm. Electrostatics become larger than eddy currents for all offsets

larger than 1 cm on this 10 cm square plate, although the variance associated with eddy currents

is much larger. Once again using 1 radian as a threshold for significant attitude perturbations

that could influence the orbit gives timescales on which charging can act. At 0.1 mm of offset,

electrostatic torques will take nearly 6 hours to significantly change the attitude, at 1.5 mm, the

timescale is 1.5 hours, and at 5 cm (half the length of the plate), electrostatics have a timescale of

only 16 minutes.

Next consider the same thin 10 cm sheet but hold the voltage, separation of center of charge

and center of mass, and thickness constant, but allow the initial spin to vary. The initial spin in

all prior work is set to zero, but in this section the stability of spinning about an axis of maximum

inertia is considered. Intuitively, a frisbee or football will be less susceptible to small torques that
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would otherwise cause it to tumble if it were spinning faster. Likewise, the thin plate will be less

susceptible to small electromagnetic torques if it were spinning stably about its axis of maximum

inertia, which is the body z axis.

To study this, consider a plate spinning like a frisbee about its z axis at a rate of ω0. Apply a

torque about the body x axis of Lx = χSV B∆v = (1.1376 ∗ 10−13 C m)(30kV)(100nT)(1km/s) =

3.4127 ∗ 10−13 Nm for one hour, then propagate normally for another hour. The angle between the

body z axis and the inertial z axis (which are aligned at the beginning of the simulation) is plotted

below in Fig. 4.8 for a fast initial spin ( ω0 = 2◦/s) and a slow initial spin ( ω0 = 0.1◦/s). Keep in

mind that with no initial spin, this problem becomes 1 dimensional, and after one hour of torque

the place should have rotated by ∆θ = 1
2
Lx
Ix

∆t2 = 1723◦, nearly 5 entire rotations.
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Figure 4.8: Departure from initial sun-pointing angle due to electrostatic torques

From this simple example the importance of initial spin can be seen dramatically. If the initial

spin is a slow 0.1 degrees per second, one hour of electrostatics can change the body attitude, which

changes SRP, by 50 degrees. If the initial spin is increased to 2◦ per second, the same electrostatic

torque only changes the sun pointing angle by a mere 0.01 degrees. Clearly objects spinning stably

about the axis of maximum inertia are less susceptible to small electrostatic or eddy torques. As

an aside, eddy torques never act about the z axis for plates of vanishing thickness, so they are not

able to change the attitude, and therefore the orbits, of thin plates spinning about their maximum
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inertia axis.

To further investigate the trend illustrated above where objects spinning stably are less sus-

ceptible to small torques, vary the initial spin logarithmically from 0.01 to 10 degrees per second

and monitor the attitude departure. The attitude is monitored by computing the mean and stan-

dard deviation of the angle between the body and inertial z axis in the second hour, after the

electrostatic torque has been turned off. This is shown in Fig. 4.9
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Figure 4.9: Influence of initial spin on attitude departure

The mean attitude departure in the second hour is shown as the solid line with the circles

and the dashed lines show the 1-σ bounds. When the plate has a low initial spin, (0.01 - 0.1 ◦/s per

second), the departure is a nearly flat line, because the body z axis can never be more than 180◦

from the inertial z axis. For higher initial spin rates (ω0 > 0.1 ◦/s per second), the departure angle

drops quickly. Choosing again the arbitrary marker for significant attitude change of 1 radian (∼

57◦) gives a cutoff spin rate past which electrostatic torques may not have as much influence on

the orbit of 0.085 ◦/s per second.

Keep in mind that in this simulation the electrostatic torque is assumed to act completely

in the body x axis and be constant. This is not likely in the full coupled problem. Additionally,
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these results hold only for the 10 cm by 10 cm by 1/4 mil sheet of mylar charged to 30 kV. Heavier

and less dramatically charged objects will require smaller stable initial spins to overwhelm the

electrostatic torques.

For the thin cases considered earlier, SRP is very sensitive to attitude – if the plate is directly

facing the sun the acceleration is thousands of times larger than if the plate faces orthogonal to

the sun. For a cube, the attitude only changes the exposed area by a factor of 2 or 3. This shows

that objects like plates with highly attitude-dependent cross-sectional are more susceptible to the

small torques caused by electrostatics and eddy currents. Additionally this heavier object will be

less susceptible to non-gravitational perturbations like electrostatics and SRP.

To explore this, consider the same 10 cm square of Mylar, but allow the thickness to vary

from the very thin 1/4 mil (6.35 µm) to 10 cm which turns the sheet into a solid cube of Mylar.

As this 10 cm cube weighs 1.39 kg, this is a good approximation of a cubesat. Each of the sheets

are propagated for 24 hours, and the linear and angular accelerations are recorded at each time,

much like the results shown in Fig. 4.5. The mean and standard deviation are computed for the

time-series of the accelerations for each plate thickness and are plotted in Fig. 4.10. The means are

plotted as solid lines, and the 1−σ bounds are shown as dashed lines. In some cases the standard

deviation is larger than the mean, and the lower bound of the norm is negative and does not appear

on this log plot.

There are many interesting trends in both plots. Considering linear accelerations, the grav-

itational accelerations are constant with object size. This is expected as mass divides out of the

gravitational formula. The non-gravitational accelerations (Lorentz force and SRP) decrease as the

plate gets thicker because the force stays roughly constant (the full 3-dimensional SRP calculation

is performed, but the self capacitance is assumed to stay constant even though the plate becomes

thicker). The Lorentz force is consistently the smallest perturbation, and is nearly 10,000 times

smaller than SRP. This will not have a large effect on propagation. For the angular accelerations,

gravity gradient accelerations remain constant, as both the torques and the inertia increase as the

plate gets thicker. All other accelerations become smaller because of the increasing inertia. SRP is
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Figure 4.10: Acceleration on plates of varying thickness from different perturbations

the largest torque, but is followed by electrostatics and eddy torques. Eddy torques have a more

negative slope than electrostatics – this is an indirect effect due to the thicker plates spinning up

to lower rates, which causes the eddy torques to decrease.

For large heavy objects, the torques will take much longer to change the attitude and “steer”

SRP. Furthermore, these objects will not change their exposed areas as much due to rotations, which

further suppresses the orbital effects of electromagnetic torques. For small lightweight objects, the

small electromagnetic torques can drastically change the orbit by changing the attitude.

4.1.4 Section Conclusion

There are many perturbations which influence the orbit of GEO objects. This section develops

the models needed to include electrostatic perturbations for GEO objects, investigates how these

perturbations change the orbit, and analyzes the objects and orbit scenarios where electrostatic

and eddy perturbations will be the most significant and ought to be considered.

For a spherical object, the Lorentz force is insignificant for objects larger than 100 µm

in diameter, as gravity and SRP dominate. For non-spherical objects, the weak torques from

electrostatic and eddy effects can change the attitude, which changes the strong perturbation of

SRP. This allows the weak electromagnetic perturbations to steer the strong SRP perturbation
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and change the orbits of objects large enough to be observed. Including these electromagnetic

effects can change the final position after 2 orbits by thousands of kilometers, and cause significant

differences in a 24 hour Monte Carlo over initial attitude.

The objects that are the most susceptible to these small electromagnetic torques is investi-

gated by comparing to a nominal HAMR sheet of Mylar charged to 30 kV, having a 2.82 cm offset

between the center of mass and center of charge, and no initial spin. Holding all else constant,

electrostatics will begin to significantly contribute for voltages higher than a kilovolt, or separa-

tions larger than a millimeter. Even if these small electromagnetic torques can change the attitude

in a short time, this will only translate to large orbit changes if the area exposed to SRP changes

dramatically because of this attitude change as it does for a thin plate. The inertia and mass

also change as the thickness of a plate grows, and increase the time needed for electromagnetic

torques to take effect. Lastly the initial spin rate about a stable axis is found to reduce the effect

of electrostatics. For the object considered here, spins faster than 0.1 ◦/s per second are found to

overwhelm electrostatics on the time period of an hour.

From this, it is concluded that electrostatics can significantly impact the orbits of some

objects. Likely candidates for which charging will matter are either tiny objects for which the

Lorentz force will contribute, or thin sheets where small electrostatic and electromagnetic torques

can “steer” SRP. For these small torques to matter, the object must be highly charged, have its

center of charge offset from its center of mass, and not be spinning quickly about a stable axis.

4.2 Statistical Charged Debris Effects

The prior section showed that the objects most likely to be affected by electromagnetic effects

are thin sheets with very attitude-dependent SRP force and torque. However, for these objects,

almost any perturbation or initial attitude uncertainty is very significant. This section compares

initial attitude uncertainty with electromagnetic perturbations. Rather than assuming a constant

voltage of -30 kV, the voltage is computed using statistical fluxes at both KP = 2− and KP = 8

and are shown in Chapter 2.4.2. Another change from [16] is the inclusion of the electric field.
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4.2.1 Electric Field Models

The co-rotation and convection electric field both contribute to electric perturbations. The

co-rotation field uses the Tsyganenko model discussed above for the magnetic field and the Volland-

Stern [136, 137] model for the convection E field as presented in [138] which gives the voltage of a

point in space as:

V = −bLγ sin(φ) (4.9)

Where b is a constant, γ is a constant, and L = r/Re

sin2(θ)
is the magnetic L shell and φ is the magnetic

local time referred to noon rather than midnight. The angle θ is the magnetic colatitude, which

is measured downwards from the magnetic north pole. In this work γ = 2, and b = 45 V/(1 −

0.159KP + 0.0093 ∗ K2
P )3 is the overall strength as a function of KP index [139]. To find the

colatitude, first transform into the geomagnetic frame [140] which has it’s 3rd axis aligned with

Earth’s north magnetic pole, then take the inverse cosine of r(3)/||r||. To find φ, project the

satellite and sun position into the geomagnetic x− y plane and find the angle with respect the the

x axis for both and subtract them to find φ.

To find the E field, take the gradient in spherical coordinates E = −∇V :

E = −∇V = −∂V
∂r
r̂ − 1

r

∂V

∂θ
θ̂ − 1

r sin(θ)

∂V

∂φ
φ̂ (4.10)

=
V

r

(
− γr̂ + 2γ cot(θ)θ̂ − csc(θ) cot(φ)φ̂

)
(4.11)

Where r̂ points outward, θ̂ points southward (magnetically, not geographically), and φ̂ =

r̂ × θ̂.

This potential and the electric field are shown in GSM coordinates below in Fig. 4.11a for

KP = 3. In the figure, the length of the arrow represents the field strength with 1 axis unit

representing 2 mV/m. The field is points from dawn to dusk as expected. At this low KP level

the average field strength is 0.434 mV/m, but if KP increases to 8 it grows to 2.87 mV/m. Figure

4.11b shows both the Lorentz field (v×B) and the convection E field in the ECI x− y plane for a

geosynchronous orbit inclined to 16◦. The sun is nearly directly below (negative Ŷ ) in this figure.
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Keep in mind that the v is the velocity relative to the magnetic field, which co-rotates with earth

and is not aligned with the orbit, thus the Lorentz field is not perpendicular to the orbit. The

length of the arrow once again represents the strength of the field at that point, with one axis unit

corresponding to 0.1 mV/m for the convection E field or 0.01 mV/m for the Lorentz field.
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Figure 4.11: Convection E field and Lorentz field comparison for KP = 3

The first thing to notice is that since the length of the vectors are similar, the magnitude of

the E field for this orbit is about 10 times stronger than the Lorentz field even at KP = 3 (average

magnitude for this orbit of 0.431 mV/m vs 0.036 mV/m), at KP = 8 the difference is even greater

since the average E field strength grows to 2.85 mV/m. In all prior work by [2], [15] and [141, 142],

the convection E field has been completely ignored in favor of the B field, but it is actually the

stronger of the two. In different orbits, specifically one in which there is greater velocity relative to

the magnetic field and is closer to Earth, the v ×B field is stronger.

4.2.2 Propagation Model

Consider a small piece of torn off MLI 50 cm by 50 cm like that shown in Fig. 4.12. It is

composed of just 3 layers: 2 layers of aluminized mylar 1/4 mil thick with a non-conducting piece

of Dacron netting 0.16 mm thick in between. The total mass of this thin sheet is just 6.225 grams,

but it’s large surface area of 0.25 m2 gives it an area to mass ratio (AMR) of 40.16 m2/kg. All
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MLI parameters are taken from [143]. The center of mass is assumed to be offset from the center

of pressure by [2.5, 2.5, 0] cm due to some wrinkling or other imperfection. The center of charge is

assumed to be offset from the center of mass by [-2.5, -3.33, 0] cm. The inertia tensor is computed

assuming constant density.

Figure 4.12: Multi-Layer Insulation with layers shown

The primary force for macro sized objects in Earth orbit is the Earth’s gravity. There are

several small forces and torques which perturb the orbits of many small objects such as Solar

Radiation Pressure (SRP), Earth’s non point mass gravity, and the gravitational pull of the sun

and moon. This work includes three new electromagnetic perturbations - the Lorentz force, the

Lorentz torque, and Eddy current torques. All perturbations are listed in Table 4.1 with either

the exact equation or a short description. This propagation model is the same as the one used

in [16] except that it also includes the E field and the voltages change with local time and sun

facing angle. Since the two plates are not electrically connected, one of them is always in the shade

and can charge. If there was only one plate, or the two aluminized mylar sheets were electrically

connected, it would never charge more than a few volts in the plasma environments considered

here.
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4.2.3 Propagation Model Results

This HAMR object has an area to mass ratio of 40.16 m2/kg and is put in an initial orbit with

a = 42, 164 km, e = 0.0001, i = 16◦,Ω = 0◦, ω = 242.3213◦, and ν = 85.05◦. The true anomaly ν is

chosen so that the propagation begins at a local time of 4 hours, which subjects the plate to the

most dramatic charging. The initial angular rates are set to zero, and its initial attitude is aligned

with the ECI frame (σ = [0, 0, 0]T ) where σ is a Modified Rodriguez Parameter (MRP) to describe

the attitude [117]. The orbit is propagated for 24 hours with a 3 second time step using a RK4

integrator, and the resulting altitude departure and longitude are shown in Fig. 4.13a
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Figure 4.13: Latitude and altitude departure caused by neglecting perturbations

In an unperturbed orbit, all the tracks would end in the same place as they began. However,

they all are a few hundred kilometers higher in altitude, and have traversed over more than three

degrees of longitude. For reference, the typical longitude spacing between satellites in GEO is

∼ 0.5◦. At the end of the propagation, all 5 models predict different final positions. Using the

model which only includes gravitational effects and SRP as a reference, including eddy torques

gives a final position 109.48 km away. Including just electrostatics at KP = 2− and KP = 8 gives

final position differences of 35.98 and 77.32 km, respectively. Including just electrostatics with a

worst case constant voltage of -30 kV yields a final position difference of 40.23 km. These final
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positions are small numbers when compared to the orbit radius, but correspond to a few tenths of

a degree which matters for telescope pointing.

Using these differences in final positions, it would seem that including eddy torques is the

most important, since it leads to the largest position difference. Next would be electrostatics at

KP = 8, then a constant voltage of -30 kV, then KP = 2. This is quite surprising since the electric

disturbances are strongest at -30 kV, not at KP = 8. To further investigate which perturbations

cause the largest differences in position, the same propagation is repeated, only changing the initial

attitude to σ = [0.2, 0, 0]T . Again the altitude departure and the longitude are shown in Fig. 4.13b.

Here the object again follows a curving “figure 8” path, and changes altitude by ∼400 km

and longitude by ∼ 3◦. However, the orbits are drastically different from those computed with

the first attitude - for instance, the model that ignores all electromagnetic perturbations predicts a

final altitude departure of more than 200 km with the first attitude, but less than 200 km with the

second attitude. Additionally, the ordering of the relative impacts of the different perturbations is

different. Choosing the model which ignores all electromagnetic effects as the reference, including

eddy torques leads to a 14.58 km difference after 24 hours, electrostatics at KP = 2− and 8 lead

to differences of 130.38 and 33.85 km, and a constant voltage of -30 kV leads to a final position

difference of 62.26 km. While eddy current torque is the most significant at the first attitude, it is

the least at this attitude. KP = 2− and KP = 8 switch places, and the constant -30 kV case is

now less significant than electrostatics at KP = 2−.

These simulations results illustrate that the initial attitude and the propagation model used

both have a strong influence on the orbit. Because even the relative ordering of how significant

different electromagnetic perturbations are gets re-shuffled, it would appear that the initial attitude

and the propagation model are coupled. This is not completely surprising, since the significant part

of the electromagnetic perturbations is the torque, which changes the attitude and “steers” SRP.

Either a small torque (such as from electromagnetics) integrated over time, or a different initial

attitude results in a different attitude, which changes SRP, which changes the orbit. It is prudent to

remember that this behavior is due in most part to the strongly attitude-dependent cross sectional
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area of this flat plate. A sphere with the same area to mass ratio is nowhere near as sensitive [15].

4.2.4 Statistical Analysis

This subsection looks at hundreds of initial attitudes to find which perturbations are the most

significant. Additionally, the effect of including different electromagnetic perturbations is compared

to initial uncertainty in attitude. To do this, the same 50 cm plate is propagated either with an

initial attitude perturbation, or including electromagnetic perturbations and then compared to a

plate that had neither an initial attitude perturbation or electromagnetic perturbations. This is

shown schematically in Fig. 4.14.
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Include Electrostatics at -30 kV r�30kV �r�30kV

Figure 4.14: Scheme for investigating relative effect of electromagnetic disturbances with random-
ized initial attitude

For all cases, a plate is put into orbit with the initial orbit elements of a = 42, 164 km, e =

0.0001, i = 16◦,Ω = 0◦, ω = 242.3213◦, and ν = 85.05◦. The true anomaly ν is chosen so that

the propagation begins at a local time of 4 hours, which subjects the plate to the most dramatic

charging. A random initial attitude σi is generated from three uniformly distributed Euler angles.

A plate with this attitude is propagated neglecting all electromagnetic effects for a period of time

∆t and its final position rRef is recorded. Next, a perturbation or initial attitude difference is

added. For the attitude difference, a rotation of magnitude θj about a randomly selected axis

û where θ = [0.0001◦, 0.001◦, 0.01◦, 0.1◦, 1◦] using the principle rotation vector γ = θjû and the

final position rRotation after ∆t is recorded. For the perturbations, the plate is not rotated but

either eddy torques, electrostatics at KP = 2−,KP = 8, or a worst-case constant voltage of -30 kV
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are included in the propagation and the final positions (rKP =2, rKP =8, r−30kV , rEddy) are recorded.

The electrostatic cases are run without eddy torques included. Finally the difference in final

positions between the reference rRef and the cases that include electromagnetic perturbations or

have a different initial attitude are computed (∆rRotation,∆rKP =2,∆rKP =8,∆rEddy). This process

is repeated 500 times varying the initial attitude σi each time recording the ∆r every 15 minutes

for 3 hours in a master text file. The 10 cases, run for 3 hours of simulation time, for 500 different

initial attitudes gives 15,000 hours of propagation time. The results of this propagation are shown

in Fig. 4.15.
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Figure 4.15: Results of propagation with varied initial attitude or perturbations

The statistics for the effect of an initial attitude difference or including an electromagnetic

perturbation are shown using violin plots. Violin plots are a way of looking at multiple histograms



114

at once - the width of the bar represents how many counts are observed in the bin given by the

position on the y axis. Violin plots can be thought of as a collection of histograms all rotated by

90◦. The different ticks on the x axis represent different cases. For example, consider the 0.0001◦

case after 3 hours of propagation shown in Fig. 4.15c. The position difference from this initial

attitude change is either less than 1 cm, or in the hundreds of meters. Simply reporting the mean

or median (shown in red and green, respectively) would lead one to believe that most of the initial

attitudes lead to final position differences of ∼1 m, when in reality almost none of them are.

At the 1 hour mark (Fig. 4.15a), including electrostatics with KP = 2− only causes position

differences greater than a meter for very few initial attitudes, furthermore, it is less significant

than a 0.0001◦ uncertainty in initial attitude, which is nearly impossible to get from a ground

observation for a non-cooperative object. If KP = 8, a significant fraction of the initial attitudes

lead to position difference of dozens of meters after only an hour, and including or neglecting

electrostatics is equivalent to a little less than 0.001◦ uncertainty in initial attitude. If the worst

case is observed and both sides of the plate are charged to -30 kV, almost all the initial attitudes

lead to position differences greater than a meter after only an hour with a few exceeding 100 m.

This is more significant than 1◦ of attitude uncertainty. Including eddy torques also causes a large

spread and is comparable to 1◦ of uncertainty.

Moving to the 2 hour mark of simulated orbit time, the distributions begin to look bi-modal.

One population of initial attitudes leads to large position differences greater than 10 meters, while

the other leads to much smaller position differences. This may be because some attitudes lead to

“runaway” differences while others lead to stable spins about the axis of maximum inertia which

are much harder to perturb and change the attitude in a way that affects SRP as discussed in

the previous section . It is still the case that electrostatics at KP = 2− are less significant than

0.0001◦ of attitude uncertainty, at KP = 8 including electrostatics is roughly equivalent to 0.001◦

of attitude uncertainty, the worst case is more significant than 1◦ of uncertainty, and that including

eddy torques is similar to 1◦ of uncertainty.

Moving finally to 3 hours of simulated orbit time, now a very significant portion of all initial
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attitudes with all perturbations lead to position differences of more than 100 meters. The split

between the runaway cases and the others is even more dramatic, causing many of the plots to

take on a “dog-bone” shape. Surprisingly, including eddy torques, the -30 kV, and the 1◦ rotation

nearly always causes at least a 1 meter position change, which removes the lower lobe. It is still

the case that electrostatics at KP = 2− are less significant than 0.0001◦ of attitude uncertainty, at

KP = 8 including electrostatics is roughly equivalent to 0.001◦ of attitude uncertainty, the worst

case is more significant than 1◦ of uncertainty, and that including eddy torques is similar to 1◦ of

uncertainty. The maximum position difference is observed for the worst case -30 kV and is 5.77

km.

It is interesting to look at how the spread from including or neglecting a certain perturbation

or attitude uncertainty changes with time. To do this, the 95% upper bound is found for each

perturbation/attitude uncertainty at each time. This is done by sorting the ∆r, and taking the 475th

element since there are 500 entries. This gives an empirical estimate to the 2σ covariance bound

that should be associated with the initial attitude uncertainty or the un-modeled perturbations.

This covariance bound is plotted in Fig. 4.15d for all the perturbations and the limiting attitude

uncertainties of 1◦ and 0.0001◦.

The worst case constant voltage of -30 kV causes the largest covariance, followed by the 1◦

attitude uncertainty, then eddy torques, then KP = 8, then KP = 2− and the 0.0001◦ attitude

uncertainty which are similar. All of the perturbations/attitude uncertainties lead to between 0.5

and 2 km covariance after 3 hours, and seem to be accelerating. In the case of a solar storm at KP =

8, the covariance bounds do not need to be drastically changed from the normal ones associated

with attitude uncertainty. However, if the worst case charging is maintained, the covariance bounds

need to be expanded beyond their normal values. Eddy torques, which act no matter what KP is,

always cause large covariances.
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4.2.5 Section Conclusions

The dynamical motion prediction of a charged HAMR plate with center of pressure offset

from center of mass is a very sensitive problem. Without very precise knowledge of all torques on it,

and a very precise measurement of the initial attitude, it is difficult to model its motion accurately

- including or neglecting these effects can lead to 5.77 km displacements after only 3 hours. It is

found that at KP = 2− electrostatics are less important than 0.0001◦ of attitude uncertainty, at

KP=8 it’s about the same as 0.001◦, a constant voltage of -30 kV more significant than 1◦ and Eddy

torques are about equal to 1◦ of uncertainty. Additionally, the covariance bounds for neglecting

these perturbations or attitude uncertainty are between 200 m and 900 m after only 2 hours, and

between 0.5 and 2 km km after 3 hours.

This shows that: 1) HAMR objects with highly attitude-dependent area-to-mass ratios are

very sensitive. Any un-modeled disturbances or initial attitude uncertainty can lead to 5 km

departures after only a few hours. 2) Even in a relatively benign (KP = 2−) charging environment,

the covariance bounds for such objects ought to be enlarged significantly to account for Eddy

torques in order to track them accurately. 3) If an object charges to a very negative voltage and

holds that voltage, the covariance bounds need to be enlarged to account for this un-modeled

disturbance. Although the electromagnetic perturbations considered here do not change the orbits

in predictable ways because of the attitude and Solar Radiation Pressure coupling, they do change

the orbits significantly. Accounting for such perturbations in the form of inflating the covariance

is important for tracking such objects.

4.3 Time-Varying Electrostatic Tractor Analysis

The first analysis of the ET in this study is [96]. In this paper, the prospects and challenges

of using a pulsed rather than steady state electron beam are investigated. Pulsing the beam

introduces many new complexities and a Monte Carlo analysis is performed to investigate which

beams produce the most force. Next, a deterministic equal power analysis is performed at different
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power levels.

The next study performed is [99] which uses the empirical flux model rather than assuming

Maxwellian currents to compute the voltages. Additionally, this analysis moves to slower pulse

periods on the order of 100s of milliseconds so that equilibrium solutions can be used. This greatly

simplifies the analysis and allows all the charging calculations to be done once and then interpolated

for a variety of cases. The time-varying analysis is presented first.

While prior work on the electrostatic tractor performance focuses on a continuous charge

emission from the tug, [93, 74, 73] this work augments the ET concept by using a pulsed electron

beam rather than a continuous one. Of interest is under what conditions the pulsed charging leads

to tractor forces levels that are comparable or greater than the continuous charging case.
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Figure 4.16: The Electrostatic Tractor (ET) allows spacecraft to touchlessly exert forces and torques
on passive space objects

The physical explanation of the average pulsed force being higher than the continuous force

for equal power is that the average pulsed force is decreased linearly by the duty cycle but increased

quadratically. As an example consider two equal power beams applied in a vacuum, one continuous

and one pulsed at a 50% duty cycle. Since the pulsed beam is only running half the time, it can

draw twice the power in the time that it is on. If it uses this extra power to double the voltage, it
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can double the charge stored on each craft. Since the force is roughly proportional to the product

of the two charges, it will increase by a factor of four while the beam is on, and decay to zero in

other half of the time. This results in an average force that is twice the continuous force in this

simple vacuum case. However, in a plasma the situation is more complex. The current required to

achieve a potential is increased at higher voltages to offset the increased current from the plasma.

Further, it takes some time for the large space objects to charge to their steady-state values. In

contrast to the earlier continuous beam ET studies, the time-varying charging equations must be

considered. The result is a complex set of competing conditions which are investigated in this work.

To investigate the entire search space, a Monte Carlo analysis is first used varying a broad

range or spacecraft and electron beam parameters. This numerical analysis tool provides broad

insights into the electrostatic force and re-orbiting behavior avoiding assumptions about optimality.

A fixed set of nominal GEO space weather conditions are modeled. Of interest is under what

conditions pulsing can lead to interesting solutions where the objects are only charged for part of

the time while retaining or even improving the tugging performance. Next a deterministic equal

power analysis are performed about a nominal continuous case. This analysis is then repeated at

different power levels.

4.3.1 Pulsed Beaming Monte Carlo Analysis

In this analysis, the pulsed beam is modeled by a square wave which has four parameters:

Voltage (Vb), Current (Ib), Period (Tp), and Duty Cycle (d). Varying the tug (RT) and debris (RD)

radii increases the search space to six independent parameters. The four parameters that apply to

both pulsed and continuous beams (RT , RD, Ib, Vb) are chosen randomly within the bounds shown

in Table 4.4. This parameter set is enough to specify the continuous beam properties. For the

pulsed beam, two additional beam parameters are required to be chosen: Tp and d. Both the

continuous and pulsed parameter sets are then fed into the integrator described in Chapter 2. The

average force in the case of the pulsed beams and the force at the final timestep, where both craft

have achieved their steady-state voltages for the continuous cases is computed for each run and
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stored in a master file along with the parameters that produced it.

Table 4.4: Monte Carlo bounds

Parameter Lower Limit Upper Limit

RT 1.5 m 5m
RD 1.5 m 5m
Vb 5 kV 100 kV
Ib 0.1 mA 20 mA
Tp 0.1 s 1 s
d 0.01 0.99

The radii range has been chosen to match the self capacitance of typical GEO spacecraft

[63] (100-600 pF). The beam voltage extends up to 100 kV, which is higher than currently flown

spacecraft electron guns of 20-40 kV. However, the Beam Experiment Aboard Rocket (BEAR)

mission demonstrated a 1 MeV accelerator for ions in space [144, 145]. With a 100 kV beam, each

spacecraft would ideally charge to ± 50 kV in a vacuum and neglecting SEE and backscattering.

With these kilo-Volts of potentials it is critical that all outer surfaces of the tug are electrically

connected to avoid differential charging and arcing. Additionally, the high energy electrons may

cause harmful bremsstrahlung radiation [146], which could damage spacecraft electronics [70]. In

these simulation scenarios the beam current is designed to overwhelm environmental currents, and

the pulse period is chosen to be longer than typical spacecraft charging times. The duty cycle

ranges from 1% to 99%.

A center-to-center distance r of 5(RT +RD) is used. This gives 4 craft diameters of standoff

distance (12 m to 40 m). Since many GEO spacecraft have large solar panels and may be rotating,

even this distance will require very careful autonomous formation flying. This is not outside the

realm of feasibility considering the evolving structured light and LIDAR based relative motion

sensing systems being developed [147]. The PRISMA mission demonstrated cooperative controlled

formation flying as close as 5 meters [148]. The ANGELS mission also demonstrated close non-

cooperative formation flying, but has not publicly released a minimum distance.
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The simulation integration time is constrained to be the larger of 10 pulse periods or 0.1

seconds. The time step is chosen so that either there are 50 steps in the “on” segment of the

period, or that the norm of the largest possible currents cannot change either craft voltage by more

than 5 kV during one time step. Twenty thousand runs were computed, ten thousand for the pulsed

ET and ten thousand for the continuous ET.

4.3.2 Monte-Carlo Based Force Analysis

This section presents the results of a Monte-Carlo analysis of the simulation parameters dis-

cussed in the prior section. This numerical approach has the advantage that no a-priori assumption

is made of what constituted a good set of simulation examples. The results provide a broad overview

of the ET force behavior.

The average force produced by a pulsed beam is plotted against the steady state force of

a continuous beam in Fig. 4.17 as black dots. Points below the solid line with slope equal to

1 represent parameter sets (RT, RD, Vb, Ib, Tp, and d) where the average force was higher for the

continuous beam (setting d equal to 1). In this plot, the continuous beams always use more power,

and typically produce more force.
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Figure 4.17: Comparison of forces produced by continuous and pulsed beams with all other param-
eters equal
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There are far more points below the line than above it, which is expected since the pulsed

beam is expected to increase force efficiency, not pure force. However, many of these pulsed cases

open up large (100s of milisecond) windows where both spacecraft are not charged and the beam

is off during which measurements and thrusting can happen without interference. As for the

magnitude of the continuous forces, there are improvements over prior work. There are multiple

parameter sets that produced forces larger than 1.5 mN, in contrast Hogan et. al [93] found forces

less than 1 mN, but used a more conservative beam voltage and a different charging model.

The pulsed ET begins to show force increases compared to a continuous ET if a power-limited

tug is considered. The power in the beam can be expressed as P = VbIb for the continuous case,

and P = dIbVb for the pulsed beam. In reality, the electrical load on the spacecraft will exceed

this value. Many components of a pulsed electron beam require constant power, so the efficiency

for the pulsed beams is likely lower than this analysis shows.

Figure 4.18: Comparison of force produced by continuous (blue) and pulsed (red) beams plotted
agains the power in the beam

Both the average force (for the pulsed cases) and the steady-state force (for a continuous

cases) are plotted against the power in the beam in Fig. 4.18. The blue points represent continuous

beam cases, and the red points represent pulsed cases. This plot shows the force efficiency increases

of a pulsed ET. The efficiency is found by taking the ratio of the force (y axis) to the power in the

beam (x axis). Points at the top of the scatter cloud represent the most force produced at that
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power level. As can be seen in the zoomed-in figure, the highest points are red more often than

they are blue which means that a pulsed beam produces more force for a given power inside the

power band of 10 to 50 Watts. This trend disappears for high powers due to the 100 kV cap on

beam voltage.

Some tug spacecraft may have limited electron beam voltage rather than electron beam

power. At sufficiently high voltages, sharp corners on either spacecraft may arc into the ambient

plasma through coronal discharge. A high energy beam may also cause Bremsstrahlung, where

the deceleration of an electron releases X-rays that could seriously damage spacecraft electronics.

Fig. 4.19 shows the force produced by a beam of a given voltage. Blue once again represents

continuous cases while red represents pulsed cases.
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Figure 4.19: Comparison of force produced by continuous (blue) and pulsed (red) beams plotted
agains the voltage of the beam. The theoretical max is shown as a solid black line

This voltage-limited case contrasts the power-limited case of Fig. 4.18 in that the continuous

beam always produces more force. This can be seen by the higher concentration of blue points near

the upper maximum line. Figs. 4.18 and 4.19 show how pulsed beams produce more force in some

power-limited situations while continuous beams produce more force in voltage-limited situations.

There is a very strong quadratic limit in the maximum force that can be produced for a given

voltage. This matches the findings of Schaub et. al. [73] that the maximum force between two

equal-radius charged spherical spacecraft in vacuum that employ an electron gun with accelerating
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voltage of V is

Fmax =
4πε0RTRD

(r −RT)(r −RD)

V 2

4
(4.12)

Where the spacecraft are separated by r. For our analysis the center-to-center separation r =

5(RD +RT) is used. Inserting this yields:

Fmax =
4πε0RTRD

80R2
T + 164RTRD + 80R2

D

V 2 (4.13)

The maximum of this force occurs when the craft are equally sized, but is independent of the actual

sizes. This is only because small craft are closer together. Using equally sized spacecraft yields:

F <
4πε0
324

V 2 (4.14)

F <

(
3.434 ∗ 10−4 mN

kV2

)
V 2 (4.15)

For a 100 kV beam, the theoretical maximum is 3.43 mN. This theoretical maximum is also shown

in Fig. 4.19 as a solid black line that bounds all data points. The data points seem to be bounded

by an even shallower parabola. The electron beam will cease to achieve charge transfer when

δ + η > 1, which will happen when the landing energy is low. This is one of many effects that

prohibit achieving the theoretical maximum force.

4.3.3 Re-Orbiting Analysis

An end objective of the ET includes re-orbiting debris to a graveyard orbit some 250 to

300 km above GEO. This process is mathematically modeled as a perturbation in the along-track

direction which slowly changes the semi-major axis of the debris orbit. Schaub and Jasper [63]

approximated the change in semi-major axis over 1 day as:

∆a =
4π

n2

F

m
(4.16)

where n is the mean motion of the orbit [radians/second]. They went on to find this linear rela-

tionship between the effective radius (for capacitance matching) and launch mass.

m =
R− 1.152m(

0.00066350 m
kg

) (4.17)
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where the radius is between 1 and 6 meters, where it predicts masses between 1000 and 6000 kg.

The launch mass is a conservative estimate of the actual mass as all of the station-keeping propellant

is likely exhausted. The tug is assumed to be able to keep up with the maximum acceleration of

the debris using thrusters. The SMA rate is then found by using the debris mass. The SMA rate is

plotted against the power in the beam for both the pulsed and continuous beam cases in Fig. 4.20

where red points are pulsed and blue points are continuous. Again, red points outnumber blue

Figure 4.20: Comparison of SMA rate produced by continuous (blue) and pulsed (red) beams
plotted agains the power in the beam

points at the upper edge of the scatter cloud in the lower zoomed-in plot. This means that in

power-limited cases, a pulsed beam will achieve higher force. This trend disappears in the upper

plot due to the 100 kV beam voltage cap. As a comparison to prior work, the fastest SMA rate is

near 6 km/day, which translates to re-orbit times less than 2 months rather than the 2-4 month

estimates in earlier work. As with the force analysis, the pulsed cases are consistently more efficient

between 10 and 50 Watts. To investigate a voltage-limited craft, the SMA rate is plotted against

the beam voltage in Fig. 4.21. The data once again has a quadratic bound, but this is not as striking

a trend as the plot of force vs. voltage in Fig. 4.19. This bound can be analytically predicted by

combining the SMA rate equation, Eq. (4.16), the mass-to-radius relationship, Eq. (4.17), and the

force optimum found earlier, Eq. (4.13). When this is done the following SMA rate maximum is
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Figure 4.21: Comparison of SMA rate produced by continuous (blue) and pulsed (red) electron
beams. Theoretical maximum rate is shown as a solid black line

found:

∆a

day
<

4π

n2

F

m
(4.18)

<
4π

n2

0.00066350 m
kg

(RD − 1.152)

4πε0RTRD

80R2
T + 164RTRD + 80R2

D

V 2

The SMA rate is maximized when the deputy mass is low and the force is high. This is done by

making the deputy as small as possible and making the tug and deputy the same size, which gives

both of them a radius of 1.5 m. This explains why the quadratic boundary was not seen as clearly

– the force maximum is found when both radii are equal while the SMA rate maximum requires

both radii be equal and small. The quadratic boundary would likely become more evident if the

number of Monte Carlo runs is increased. Inserting radii of 1.5 meters for both craft yields the

following theoretical bound for the SMA rate.

∆a

day
<

(
1.5558 ∗ 10−3 km

day kV2

)
V 2 (4.19)

For a beam of 100 kV, the maximum SMA rate is 15.58 km/day. This analytic maximum is shown

as a black line in Fig. 4.21 and clearly bounds all data points.

4.3.4 Equal Power Analysis

The Monte Carlo results show that if the beam voltage is limited and power is not, continuous

beams always produce more force. However, if the beam power is limited and the voltage is not,
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pulsed beams can achieve higher forces if the power is low. This section uses deterministic equal

power analysis to investigate the regions where pulsed beams produce more force than continuous

beams.

4.3.5 Single Power Level

If the analysis is constrained to a certain power and tug and debris sizes it changes the

problem from six-dimensional to three-dimensional, two of which are non-physical for continuous

beams. To investigate the highest force produced at a single power level, small departures from

optimal continuous beam cases are considered. The power in a beam for a continuous and pulsed

beam is given by,

P = Ib0Vb0 = IbVb d (4.20)

respectively, where a sub-subscript of 0 indicates the continuous case. If both beams are constrained

to have the same power, the pulsed voltage and current must rise since d < 1. A way to raise both

the voltage and the current equally is:

Ib =
Ib0√
d

Vb =
Vb0√
d

(4.21)

This deterministically allows for the effect of pulsing to be investigated in a one-dimensional manner.

A degree of freedom is added to allow optimal tuning of the voltage and current:

Ib =
γIb0√
d

Vb =
Vb0

γ
√
d

(4.22)

A γ value greater than 1.0 indicates that current increases more than voltage, and a value below

1.0 indicates that voltage increases more than current. The pulse period does not make a large

difference in the range of 0.1 to 1 sec, so it is randomized and only the maximum force case is

considered. This allows the problem to be analyzed deterministically in two dimensions.

In the following analysis a 2 meter tug and a 1.5 meter deputy in nominal GEO space

weather conditions separated by ρ = 5(RT +Rd) = 17m and a power of 16 Watts were considered.

Continuous beam parameters are taken from Hogan et. al. [93] as Vb = 37 kV and Ib = 432 µA
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and produces a force of 0.2103 mN. Since the charging model used in this paper differs slightly, a 16

Watt optimum for continuous force is achieved at 23.9 kV and 670 µA. To expand this, duty cycles

of 10%, 25%, 50%, 75% and the continuous case, 100% are investigated. The voltage/current ratio

tuning parameter γ varies logarithmically from 0.4 to 2.5 which gives equal space to look at high

voltage cases as high current cases. A plot of the max force subject to the the two deterministic

parameters d and γ is shown in Fig. 4.22: Each row of this plot has the same duty cycle – the top
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Figure 4.22: Force produced at 16 Watts subject to changing voltage, current, and duty cycle.

row represents a continuous beam and the bottom row represents a pulsed beam with a 10% duty

cycle. The columns of the plot have the same γ value, meaning that the relative scaling of voltage

and current is the same, although both increase by 1/d as one travels up a column.

Eq. (4.22) shows that current will be constant when d ∝ γ2. Since d is along the y axis and

γ is along the x axis, parabolas are level curves in current in Fig. 4.22. Current is minimized in

the bottom right corner, maximized in the upper left corner, and steps up along ever-steepening

parabolas between them. Level curves in voltage are given by γ ∝ 1√
d

which in this plot translates

to y ∝ 1/x2. Voltage is minimized in the bottom left corner and maximized in the upper right.

The top row of Fig. 4.22 has a maximum at γ = 1 which confirms that the new values of

23.9 kV and 670 µA are optimal. The max force at lower duty cycles is also found with γ near

1, which gives a good starting point for optimizing the force. At this power level, the maximum

average force produced by the pulsed beam is 23.8% larger than the maximum continuous force.
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Additionally, a 10% duty cycle beam opens up 900 ms windows where both craft are uncharged

and the beam is not operating. This would allow for small micro-thrust control maneuvers and

measurements to be made without interference from the electron beam.

4.3.5.1 Power Level Range

To investigate whether the force increase persists at different power levels for these particular

tug and debris object dimensions, this analysis is repeated at 2, 4, 8, 16, 32, 64 and 128 Watts.

The baseline parameters (for the continuous case) are hand-tuned to find beam voltages within 1

kV of the optimal and are given in Tab. 4.5. These baseline continuous voltages serve as starting

points to ensure that the actual force maxima will lie within the γ range as is shown in Fig. 4.22.

Table 4.5: Baseline Continuous Beam Parameters

Power (W) Vb0 (kV) Ib0 (mA)

2 7.9 0.253

4 11.4 0.351

8 17 0.471

16 29 0.552

32 41 0.781

64 57 1.123

128 79 1.620

If the maximum continuous force is treated as a baseline, the maximum average pulsed force

can be compared by dividing the pulsed force by the continuous force. Values greater than 1

indicate situations where pulsing provides force benefits as well as windows of opportunity. This

normalized force is shown as a function of the duty cycle in Figure 4.23a. Different power beams

are shown as different color lines. For all powers above 8 Watts there is a clear force benefit to

pulsing – the average pulsed force is higher than than the steady state continuous force. The force

increases are highest for 16 and 32 Watts, which is where previous work for the continuous ET has

focused. This means that pulsing the beam provides force efficiency increases as well as windows

of opportunity in a relevant regime.
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Figure 4.23: Normalized force at different duty cycles for different power levels.

Note that the power levels at which the pulsed ET force magnitude advantages over the

continuous ET solution are specific to the spacecraft dimensions assumed in this section. Differently

sized objects would show a similar trend, but have distinct critical power levels.

This data can be visualized in a different way as well – plotting the normalized force against

the power and using different lines for different duty cycles shows the power regime where pulsing

is most beneficial. Each color in the plot in Figure 4.23b represents a different duty cycle, with

green being a continuous beam and blue being a 10% duty cycle. For the 2, 4, and 8 Watt beams,

pulsing the beam actually decreases performance by between 10 and 40%. However, for all powers

larger than 8 Watts, the average force with pulsing is higher. The largest gains occur at 16 Watts,

and slowly drop to only a few percent improvement. The 10% duty cycle beam, although it has the

greatest force increase at 16 Watts, performs worse than the continuous beam at 64 and 128 Watts.

Additionally, in all of these regimes, a pulsed beam offers 250 - 900 ms windows where both craft

are discharged and the beam is not operating during which control maneuvers can be executed and

measurements can be taken without beam interference.
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4.3.6 Section Conclusions

This section introduces the pulsed electrostatic tractor and performs preliminary analysis to

find regimes where it provides force increases. Six parameters (RT, RD, Vb, Ib, Tp, d) are selected

to vary in a Monte Carlo analysis. An analytic upper bound for the force between two spacecraft

as a function of beam voltage is found, and has good agreement with the Monte Carlo results. In

a voltage-limited case, continuous beams give more force. In a power-limited case, pulsed beams

sometimes give more force. In this analysis, they can give up to 23% more force than continuous

beams of the same power as long as the power is less than around 50 Watts. The results are then

applied to orbit raising for both power and voltage-limited spacecraft. The pulsed ET is also more

efficient for semi-major axis raising at low power levels. A similar analytic upper bound for the

semi major axis rate as a function of beam voltage is found. This limit also has good agreement

with the Monte Carlo results.

A deterministic equal power analysis is performed for continuous and pulsed beams at 2,

4, 8, 16, 32, 64, and 128 Watts for this particular spacecraft size and distance scenario. Force

increases for a pulsed beam are found for all powers greater than 8 Watts, with the highest increases

occurring at 16 Watts. Pulsing also opens up windows of opportunity to perform thrusting and

take measurements at all power levels.

Pulsing the electron beam in the Electrostatic Tractor offers force increases for the same power

in a certain power regime, and creates windows of opportunity during which control maneuvers can

be executed and measurements can be taken without interference from the electron beam. This

allows for faster re-orbiting of GEO debris objects that are currently increasing the risk of collision

in a very valuable orbital region.

4.4 Equilibrium Electrostatic Tractor Analysis

This section analyzes the ET concept with a high-fidelity charging model and under equilib-

rium conditions. The first analysis of the charging aspect of the ET [73] included electron and ion
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thermal currents using a nominal Maxwellian current model, the photoelectric current, and Sec-

ondary Electron Emission (SEE) from the beam electrons, but neglected SEE and backscattering

from the thermal currents. Hogan and Schaub in [74] further develop the ET charging model by con-

sidering the Maxwellian thermal currents at planetary K-indices of KP = 1.5 and 6. Additionally,

they account for SEE and photoelectrons from the debris that provide an additional negative cur-

rent to the tug. Reference [75] also investigates the performance of the ET with normal variations

in the plasma parameters throughout an orbit using single Maxwellian populations based on work

by Denton et. al. [149]. More force is produced in the early morning sector (Local Times between

1 and 6) due to the high temperature electron plasma in that region. Reference [96] investigates a

pulsed electron beam with the same Maxwellian-based model as [74] but solve the equations with

respect to time to account for the charge-up and discharging behavior. Reference [107] uses the

same model as [75] but changes the density and temperature throughout the orbit.

This section does not use Maxwellian currents at all but rather uses an empirical model

presented in Chapter 2 to predict the flux as a function of energy, local time (LT ) and Planetary

K index (KP ). This flux distribution is numerically integrated to give the current to the spacecraft

as well as the SEE and backscattering yield at a given spacecraft potential. Additionally, all

yields except that from the electron beam are assumed to be isotropic as opposed to prior work

which used normal incidence. The ET force is studied for candidate mission scenarios for multiple

beam currents and voltages as a function of local time for both a calm space weather condition

(KP = 2−) and a stormy space weather condition (KP = 8). Then, the optimal orbit-averaged

forces are investigated for many different power and tug-to-debris size levels. Next, pulsing is

re-examined for long pulse periods as a function of power and size ratios.

To find the force between two spacecraft, the tug and debris radius must be chosen along

with the beam current and energy. Using the tug radius and beam current along with local time,

the tug potential can be found by directly interpolating the top sheet of Fig. 2.6. Finding the debris

potential is unfortunately more difficult. The yield from the electron beam reduces the net current

and is a function of the landing energy of the beam. Thus, to find the net electron beam current
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and interpolate the debris potential, one would need to already know the debris potential in order

to compute the yield. To solve this problem, a function is written which takes a candidate debris

voltage, then computes the actual beam current as well as the needed beam current to support that

voltage. The debris voltage is varied so that these two numbers are identical. Using this procedure,

the equilibrium voltages of two spacecraft can be found easily as a function of their sizes, beam

energy and current, and the local time.
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Figure 4.24: Force between a 3 m tug and 2 m debris separated by 20 m as a function of beam
current, voltage, and local time

Consider the example case of a 3 m tug and a 2 m debris separated by ρ = 4(RT +RD) = 20

m. The attractive force between them is shown in Fig. 4.24 at KP = 2− and KP = 8. The force

generally increases with a higher voltage and current, and has a decent amount of texture with

respect to local time. The highest force is near local midnight for the calm space weather condition

when it is easiest for the debris to charge very negative. The force grows quickly with current when

the current is low, but seems to saturate at higher currents. During storm time there is a lot more

variation in force throughout the orbit, and the force actually decreases with current for some local

times.
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4.4.1 Average Force Analysis

The total re-orbiting time will be better related the orbit-averaged force than the instanta-

neous force. The orbit averaged force is computed by averaging the forces across local time. These

forces are shown in Fig. 4.25 for a 20, 40, 60, and 80 kV beam assuming the same 3 m tug and 2 m

debris separated by 20 m. The continuous lines represent KP = 2− and the dashed lines represent

KP = 8.

The 20 kV beam performs just as well as the higher energy beams until about 1 mA where

the higher energy beams split. The 40 kV beam stays with the others until about 2 mA, and the

60 kV stays with the 80 kV until 3 mA. The reason for this behavior is that the extra beam voltage

doesn’t really help until the debris and tug are charged so differently that the extra accelerating

voltage is needed for the beam to reach the debris. These departure currents must be the currents

at which the potential difference between the two craft is either 40, 60, or 80 kV. The SEE current

is also a function of the landing energy, which is why the curves aren not quite identical below the

departure currents.
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Figure 4.25: Orbit averaged force as a function of beam current, voltage, and local time. Dashed
lines represent KP = 8, and continuous lines represent KP = 2−

The orbit averaged storm forces are slightly lower than the calm forces except for low current

for the 80 kV beam and high current for the 20 kV beam. This differs from prior work [74, 107]
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which always found higher forces during a storm. This difference is due to the very different charging

and environmental models used, which only share the model for the photoelectric current.

4.4.2 Relative Sizing Analysis

In prior work, Hogan et al [93] found that small tug vehicles would have a hard time charging

a much larger debris object. This is because while for the small tug the beam current is enough

to cause significant charging, it will barely overcome the photoelectric current on the large debris.

This analysis is repeated here, but from a force rather than charging perspective. Because of the

induced charge, there is an attractive force even if there is no change in the debris voltage. The

force as a function of beam power between a 3 m tug and different debris sizes is shown in Fig. 4.26a.

The separation distance for all cases is 20 m.
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Figure 4.26: Best possible force at different powers for different tug to debris size ratios at KP = 2−

The maximum force is found as a function of power for a variety of different debris sizes -

the tug size is fixed at 3 m so the ratio of tug to debris radius spans from 0.5 up to almost 2. The

force is very linear with power with a slope of roughly 1/2 a mN per 100 Watts of power regardless

of debris size. Because it is difficult to see departures from this trend at this scale, the difference

in force from this linear fit is shown in in Fig. 4.26b. The highest force (or least negative in this

plot) is when RD = RT = 3m at most powers with RD = 2 and 4 m very near. The extreme ends

of the spectrum where RD is 1.5 or 5 meters produce less force. This is because the beam can be

close to optimal for both craft when they are the same size, but not when they are different sizes.
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4.4.3 Pulsing Analysis

Prior work has considered a pulsed electron beam rather a constant-current beam [96, 107].

The benefits to pulsing are twofold - first it introduces windows where both spacecraft are discharged

and the beam is off which can be used for communications, thrusting, or measurements to be taken

that might be interfered with by the beam. Secondly, pulsing the beam can increase the force at

a given power level. In this analysis, the optimal force at different power levels shown in Fig. 4.26

will be re-used. If the pulse period is large compared to the charge up time, the force that a pulsed

beam produces can be approximated as the equilibrium force for the duration of the pulse period.

Since the capacitance of the objects considered here are around 4πε0R ≈ 10−10 Farads, a 1 mA

beam could change the voltage by 1 kV in approximately 0.1 ms, this assumption of steady state

forces will be valid for all pulse periods larger than 1 second.

With this assumption the charge-up and charge-down behavior is ignored and the average

force produced by a pulsed beam is given by

FP (P, d) = dFM (P/d) (4.23)

where FM (x) is the maximum force at a power level of x, FP is the average force from a pulsed

beam at power P with a duty cycle of d, which is the fraction of time that the beam is on. During

the “on” part of the cycle, the power can be raised to P/d without changing the average power

since it is not operating while the beam is off. Multiplying the force by d accounts for it being on

only d of the time.

If the maximum force is directly proportional to power, there is no benefit at all to pulsing

because the ds would cancel each other out. However, if the force increases quadratically, or is

linear with an offset, there can be an increase in force. The increase in force from moving from a

continuous beam to a pulsed beam of the same power is shown in Fig. 4.27a for the case of the tug

and debris both having a radius of 3 m.

A pulsed beam almost always increases the force for a given power level, with the largest

gains found for low power and low duty cycles. For very low powers, the pulsed force can be more
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than 2 times larger than the continuous force, and even at 100 W a pulsed beam can improve

the force by 25%. Because the max beam voltage is set at 100 kV, the low duty cycle beams are

infeasible at high power levels because they require too high of a beam voltage while the beam is

on. The increases are larger during stormy conditions especially near 25 Watts.
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Figure 4.27: Pulsing force analysis

Now consider varying the tug to debris size ratio as well as pulsing. Referring again to

Fig. 4.26, the force is more convex when the debris is larger than the tug. This would indicate that

pulsing would be more advantageous when the tug is smaller than the debris since the gain from

the force at the higher power level FM (P/d) would outweigh the loss from only being on d of the

time. The ratio of the pulsed to continuous force is shown below in Fig. 4.27b

The force ratio is shown for the power levels of 25 W (continuous lines), 50 W (dashed lines),

and 100 W (dots). The lines end at low duty cycles when the beam voltage required is larger than

100 kV, which happens sooner for the high power cases than the low power ones. The force ratio

is by definition 1 at a 100% duty cycle, and either increases or decreases for different debris sizes.

All debris sizes benefit from pulsing at these power levels, but the biggest gains are for the larger

debris (green and purple lines). The smallest debris object additionally start to trend downward
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for very low duty cycles.

4.4.4 Orbit Raising

If the forces as a function of local time are used as a purely along-track acceleration in Gauss’

variational equations, the change in the orbit can be found. The acceleration is found by estimating

the mass from the relationship originally presented in [63] and dividing to find the acceleration.

M(kg) = 1507 (R(m)− 1.152) (4.24)

First the semi-major axis (SMA) change per orbit equation [63] for a purely along track acceleration

is

∆a =
4π

n2

F

m
(4.25)

where n is the mean motion of the orbit. Then, for each debris radius and power level, calculate the

time it would take to raise the SMA by 250 km using the mean motion at it’s initial orbit radius.

This is shown in Fig. 4.28.
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Figure 4.28: Time to move GEO debris to a graveyard orbit for a 3 m tug

In general using more power reduces the time it takes to move the debris to the graveyard

orbit, but the gains are greater at lower powers. It takes the 3 m tug a little more than 3 months

to tug another 3 m object to the graveyard orbit. In contrast it only takes 22 days if tugging a
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1.5 m debris, and 7 months if tugging a 5 m object. Clearly the ratio between the debris and tug

sizes is very important for tugging. Keeping in mind that the tug size is purely for self capacitance

and current collection; with sufficiently large deployable structures, the tug could be a lightweight

cubesat.

Next, consider a higher fidelity orbital analysis but only for one scenario. The rates of

the classical orbit elements are found due to the acceleration which changes with local time and

integrated with an RK4 integrator. The only rates of interest that have a sensitivity to an along

track acceleration are the semi-major axis, the eccentricity, and the argument of perigee.

This analysis can show how long it will take a tractor to pull a debris object into the graveyard

orbit, and also what happens to the other orbital parameters during this operation. Consider a 3

meter tug and 2 m debris object separated by 20 m at nominal altitude inclined by 1◦. The change

in the perigee radius is shown in Fig. 4.29. The perigee radius is shown rather than the semi-major

axis because that is the parameter that needs to be increased in order to prevent future collisions.
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Figure 4.29: Change in perigee radius over 1 week of operation

If the tractor can use 600 Watts of power, it can tug this debris object into the graveyard

orbit in 57 days using this average rate. The beam voltage required is 77 kV and the current is 7.8

mA. If if can only use 100 W of power it will take 398 days, or 13 months. These estimates predict

slightly larger times to the graveyard orbit then Fig. 4.28, but are still in the same ballpark. This is
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expected since the analytical method does not account for the changing eccentricity or the coupled

nature of the rates.

4.4.5 Section Conclusions

A new charging model for the Electrostatic Tractor is developed which uses an empirical

model for the electron and ion fluxes which is used to compute the thermal electron and ion

currents as well as the SEE and backscattering yields as well as accounting for isotropic incidence

in the yields. The major impact of this new model relative to prior work is that it is much harder

for an object to charge negative due to the higher yields. This model is used to predict the forces

for a variety of beam currents and voltage as well as tug and debris sizes at both KP = 2− and

KP = 8. It is found that the force is highest near local midnight, and that the orbit averaged forces

only depend on the beam voltage past a current threshold. The forces are mostly linear with power

with a slope of around 1/2 a mN per 100 Watts for a 3 m tug

Pulsing is the most effective for large debris objects at low powers, but pulsing still provides

force increases for all scenarios evaluated as well as opening windows for controls and sensing to

take place without interference from the beam. Orbit raising is considered next, the ET is most

effective when tugging small debris, but that is only because they are assumed to be light. A

tug spacecraft could also deploy large conducting surfaces to increase its effective radius without

significantly changing its mass. For many scenarios, a tug could pull a debris object from the

operational GEO ring to a graveyard orbit in a few months. Overall, the higher fidelity charging

model finds that more current and power is required to operate the ET but it is still a feasible

mission concept for touchlessly tugging space debris to the graveyard orbit.



Chapter 5

Conclusions

This dissertation investigates how spacecraft charge, what forces and torques this charging

causes, and what the effects of these forces and torques are. Spacecraft charging is studied using

both Maxwellian and empirical flux to investigate the coupling between flux distributions and SEE.

Force and torque prediction is studied both analytically and numerically for both conductors and

dielectrics. Lastly, the effects of this charging is studied for both charged debris and the ET.

Spacecraft charging is studied in both a equilibrium and time varying case using both

Maxwellian and empirical flux distributions. If the total yield is greater than 1, a spacecraft cannot

charge negative no matter how much flux the environment provides since every incident electron

will create even more secondaries. For many materials, especially if isotropic rather than normally

incident flux is used, the energy range where the yield is greater than 1 can be very large. Since

the empirical flux model predicts more flux in this intermediate energy range, negative charging is

limited for both the ET and for charged debris.

This energy range is a strong function of material properties which vary considerably even

for the same material. For instance, Aluminum has more than a factor of 2 of variation in the

literature in the most significant parameter for SEE. These parameters are also a strong function

of temperature and surface preparation and may change due to aging. Because of the inherent

uncertainty in the material properties as well as the electron and ion flux, it is very difficult to

predict the voltages accurately, especially without direct measurements for a specific spacecraft.

Nonetheless, material parameters and fluxes are assumed and trends are studied. For the ET,
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the new SEE and flux model amounts to more electron beam current being needed to charge the

debris spacecraft but the concept is still feasible. As an example, prior work that used Maxwellians

used a few hundred µA of beam current to charge the debris. This work predicts that a few mA

are needed. For charged debris, this change to empirical flux makes the predicted voltages much

lower. Prior work assumed voltages near -30 kV, but this work finds a maximum voltage slightly

less than -2 kV in the shade at KP = 8.

Given the uncertainties in the voltage, the ET ought to have some method to measure its

own voltage and the debris voltage. If charged debris were being tracked, the voltage would need

a large covariance in voltage to account for this uncertainty.

Electrostatic force and torque prediction is studied using both analytic and numeric methods.

The analytic approach yields an infinite series from a binomial expansion that can be truncated

at appropriate order. This approach gives useful insights that would not be apparent if using only

numeric methods – for instance, the center of mass location is vital when predicting the torque. If

this is mis-modeled, the torque can actually be in the opposite direction as predicted which could

drive a controller unstable.

The numerical methods used are the Multi-Sphere Method (MSM) and the Method of Mo-

ments (MoM). The MoM uses “smarter” elements that take the size of the element into account

than traditional finite element methods. This allows for the creation of heterogenous Surface MSM

(SMSM) models for general objects. This is particularly relevant for modeling the forces and

torques during very close proximity operations such as docking. When the spacecraft come very

close, the surfaces most near to each other could be sub-divided for greater spatial charge resolution

and therefore better force and torque prediction.

The MSM is modified to account for both dielectrics and conductors by using static point

charges as well as conducting spheres. Although including dielectrics greatly complicates the op-

timization process by including three different charging regime datasets and twice the number of

constraints as can be enforced with conducting bodies, the mean errors are still almost always

below 1%. This force and torque prediction is only as good as the predicted or measured voltage
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and surface charge distribution, which will likely be the dominant source of error, not the force

modeling. Fortunately, dielectrics can be ignored for most spacecraft since the image charge will

cancel out the dielectric charge.

The orbital effects of charging for charged debris are shown to be very significant, leading to

multi-kilometer spreads in position after a few hours or hundreds of kilometers after a few orbits,

for certain lightweight debris objects. Contrary to prior speculation, it is the electrostatic torque,

not the Lorentz force which changes the orbit. The mechanism for this is that the torque changes

the attitude which influences SRP, which changes the orbit. For the lightweight HAMR plates,

including or neglecting electrostatics can lead to hundreds of kilometers of displacement after a few

orbits. Although these displacements are large, they are not in any coherent direction and so cannot

be predicted with any certainty. Rather, the covariance must be increased to capture the effect

of this perturbation. While electrostatics are a significant perturbation for these objects, these

objects are so unstable because their center of pressure is not coincident with their center of mass

that virtually any perturbation will cause significant perturbations. Additionally, electrostatics

perturbations, even in the most dramatic charging scenario, are similar in effect to 1◦ of attitude

uncertainty. Since getting any estimate of attitude, let alone 1◦, is very unlikely for a small non-

cooperative object at GEO, it is doubtful that electrostatics will be useful to account for outside

of enlarging the covariance.

The ET concept is proposed to tug debris into a graveyard orbit to reduce the collision

probability in GEO. For it to be useful, the force between the tug and debris should be as strong

as possible to allows for faster tugging. The maximum force is studied in both a power-limited

and voltage limited case and it is found that a pulsed electron beam produces more force for the

same average power than a continuous beam. Pulsing the beam also creates windows of opportunity

where measurements can be taken and maneuvers can be performed without the craft being charged.

However, this assumes that the electron beam has the same power efficiency at low voltage as high

voltage which is not true in general. It also would necessitate a more complex power delivery and

storage system than a continuous beam which may have negative mission-level consequences.
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5.1 Future Work

The problem of electrostatic dynamical effects on orbit is far from solved. There are many

questions still to be answered in both applications. A few that seem to be the lowest hanging or

most necessary are listed below.

5.1.1 Geometrically Realistic Spacecraft Charging

Although the level of detail in modeling the plasma environment has risen incredibly in this

work, the level of detail in modeling the spacecraft has remained low. Modeling the charging of

geometrically complex spacecraft is important because not all surfaces are exposed to the plasma

and therefore see less flux than expected. Additionally and possibly more importantly, If the

spacecraft is not continuously conducting, potential wells can form which do not let environmental

particles reach a portion of the spacecraft even though it may be at a voltage that indicates that

they would.

5.1.2 Empirical SEE Model

Understanding the SEE characteristics of a spacecraft is probably the greatest challenge to

predicting how it will charge. This is compounded by the fact that the material properties change

depending on how long they are in space. It is possible to infer the SEE parameters of an entire

spacecraft by using electron and ion flux data and the known voltage. By varying SEE parameters

so that the predicted voltage matches the actual voltage, an effective SEE model could be created

for the spacecraft. Much of this data is already available from the LANL Geo spacecraft.

5.1.3 Optimal Design of Tug Vehicle

For the Electrostatic Tractor, the tug craft needs to carry a lot of charge but does not need

to be heavy. This could be achieved by using a large deployable structure to increase the self

capacitance without increasing the weight significantly. For instance, a large metallic membrane
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could be stretched over deployable hoops and the tug could be a cubesat. This structure could

weigh much less than a kilogram but have a 2 or 3 meter radius and increase the force by an order of

magnitude. Additionally, electrostatics itself could be used to inflate the structure, but this raises

concerns about the structure deforming in an unknown way due to the pull of the debris craft.

Since the tug should charge very positive it could also chose exterior materials with very high SEE

to help it charge positive.

5.1.4 Laboratory Experiments

Plasma physics is a complex field with relatively few solvable problems. This means that

there are a number of questions which do not have clean analytical or even numerical answers and

can only be solved through experiment. Two of these are spacecraft charging in a disturbed plasma

environment and plasma shielding.

For charging in a disturbed plasma, consider the ET. The tug will charge positive which will

attract an abundance of electrons and will change the charging behavior of the debris since its

environment is richer in electrons than the undisturbed environments. By the same processes, the

tug should have disturbed charging behavior because the debris will attract ions. If one craft were

charged much more than the other, analytical approximations could be made, but when they have

comparable equal and opposite charge this problem is formidable.

For plasma shielding, earlier work suggest that it is negligible at GEO but that has yet to

be confirmed experimentally. Possibly of more interest is the prospect of extending electrostatic

actuation to lower altitudes where the density is higher and shielding would have to be considered.

Experiments could be performed to understand how significant shielding is when the voltages are

very high, or the charging is pulsed at a similar frequency to the plasma frequency.
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Appendix A

AFM Force and Torque Derivation

Consider two charged, conducting neighboring spacecraft as is shown in Figure A.1 with a

known charge distribution. This later assumption is relaxed later in the development to assume

that only the potentials and relative attitude and separation are known. They each experience a

force and torque due to the other’s charge. The force and torque on body 2 is found by integrating

the differential force, which is a function of body 1’s charge distribution, across body 2.

dF2 =
dq1dq2R

4πε0R3
(A.1)

where R points from dq1 to dq2. The separation vector is expressed from body vectors and a vector

between the center of mass of each body R = Rc + r2 − r1. Using this substitution makes the

differential force

dF2 =
dq1 dq2 Rc + r2 − r1

4πε0 ||Rc + r2 − r1||3
(A.2)

Where ε0 is the permittivity of free space, ε0 ≈ 8.854187 ∗ 10−12 F/m. The differential force

is approximated by binomially expanding the denominator and truncating higher-order terms on

the assumption that the body radii (r1 and r2) are small compared to their separation (Rc). The

differential force is approximated using a binomial series if the denominator is first written as a

scalar, assuming that Rc is larger than r1 or r2, and lumping all small terms into the variable x.

1

||Rc + r2 − r1||3
= (R2

c + r2
1 + r2

2 + 2(Rc · r2 −Rc · r1 − r2 · r1))−3/2 (A.3)

=
1

R3
c

[
1 +

(
r2

2

R2
c

+
r2

1

R2
c

+
2

R2
c

(Rc · r2 −Rc · r1 − r2 · r1)

)]−3/2

=
1

R3
c

(1 + x)−3/2

(A.4)
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Figure A.1: Coordinate system for inter-craft derivation

Expand the denominator to second order using a binomial series (1 + x)−3/2 ≈ 1− 3
2x+ 15

8 x
2 and

reassemble to approximate the differential force as:

dF2 =
dq1 dq2

4πε0R3
c

(Rc + r2 − r1)

(
1− 3r2

1

2R2
c

− 3r2
2

2R2
c

− 3(Rc · r2 −Rc · r1 − r2 · r1)

R2
c

+

15((Rc · r2)2 + (Rc · r1)2 − (Rc · r1)(Rc · r2))

2R4
c

)
(A.5)

This differential is integrated over the entire body to obtain the net electrostatic force on this

object, or crossed with the body position vector and integrated over the body to obtain torque.

A.1 Fundamental AFM Expansion Terms Definition

The problem of two charged bodies interacting through electrostatics is similar to two massive

bodies interacting through gravity. Just as moments of the mass distribution play a key role in

solving the gravitational two-body problem [115], moments of the charge distribution play a key

role in predicting electrostatic force and torque. Three especially important moments of the charge

distribution are identified and named here:

Q =

∫

B
dq q =

∫

B
r dq [Q] =

∫

B
−[r̃][r̃] dq (A.6)

Q is a scalar and is the total charge, q is a 3 × 1 vector and is defined as the dipole moment, and

[Q] is a 3 × 3 tensor defined as the charge tensor. The vector r points from the center of mass
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to the differential charge dq, and [r̃] is the matrix form of the vector cross product: a× b = [ã]b.

If the gravity analogy is used, the total charge Q is similar to the total mass, the dipole moment

q is similar to the total mass multiplied by the offset between the center of a coordinate system

and the true center of mass, and the charge tensor [Q] is similar to the inertia tensor. The dipole

moment q provides a measure of where the center of charge is in relation to the center of mass. If

q is zero, then the center of charge and mass locations are identical. To relate these AFM terms

to the variables commonly used in multipole expansions, Q and q are the mono and dipole terms,

and the charge tensor [Q] defined here is related to the quadrupole [Qp] by [Qp] = −3[Q] + 2tr([Q])

[80].

A.2 Inter-Craft Electrostatic Reactions

This section derives the force and torque on body 2 due the charge on body 1 and 2. This is

done using the 2nd order binomial expansion for the denominator of the differential force.

A.2.1 Force Derivation

The total force on body 2 is found by integrating the differential force over the entire body

F2 =
1

4πε0R3
c

∫

B1

∫

B2

(Rc + r2 − r1)

(
1− 3r2

1

2R2
c

− 3r2
2

2R2
c

− 3(Rc · r2 −Rc · r1 − r2 · r1)

R2
c

+

15((Rc · r2)2 + (Rc · r1)2 − (Rc · r1)(Rc · r2))

2R4
c

)
dq2dq1 (A.7)
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This equation is broken into three parts: the terms resulting from the Rc, r1, and r2 which are

denotes as F20 ,F21 and F22 , respectively. The first term F20 is expressed as

F20 =
Rc

4πε0R3
c

∫

B1

∫

B2

(
1− 3r2

1

2R2
c

− 3r2
2

2R2
c
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+
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2R4
c

)
dq2dq1
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2R2
c
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1 dq1

∫
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dq2
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c
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∫
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(Rc · r1)dq1
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(A.8)

Here the moments of the charge distribution given in Eq. 3.7 are used to simplify the equations.

Using the identity
∫
r2dq = tr([Q])/2 to simplify the above equation yields:

F20 =
Rc

4πε0R3
c

[
Q1Q2 −

3Q2

4R2
c

tr([Q1])− 3Q1

4R2
c

tr([Q2])− 3Q1

R2
c

Rc · q2

+
3Q2

R2
c

Rc · q1 +
3Q2

R2
c

q2 · q1 +
15Q1

2R4
c

∫

B2

(Rc · r2)2dq2

+
15Q2

2R4
c

∫

B1

(Rc · r1)2dq1 −
15

2R4
c

(Rc · q2)(Rc · q1)

)]
(A.9)

To solve the two remaining integrals, apply the vector identity (a · b)b = ([b̃][b̃] + b2[I])a to the

terms of the form (Rc · r)2 and integrate to yield

Rc · (Rc · r)r = Rc · ([r̃][r̃] + r2[I])Rc = RT
c [r̃][r̃]Rc +R2

cr
2 (A.10)

→ −RT
c [Q]Rc +R2

ctr([Q])/2 (A.11)

and re-write F20 finally as:

F20 =
Rc

4πε0R3
c

[
Q1Q2 +

3Q2

R2
c

tr([Q1]) +
3Q1

R2
c

tr([Q2])− 3Q1

R2
c

Rc · q2 +
3Q2

R2
c

Rc · q1

+
3Q2

R2
c

q2 · q1 −
15Q1

2R4
c

RT
c [Q2]Rc −

15Q2

2R4
c

RT
c [Q1]Rc −

15

R4
c

(Rc · q2)(Rc · q1)

]
(A.12)
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The second part of the force F21 is much simpler because many of the terms become third order

and are neglected in this second order expansion.

F21 =
1

4πε0R3
c

∫

B1

∫

B2

r2

(
1− 3(Rc · r2 −Rc · r1)

R2
c

)
dq2dq1 (A.13)

=
1

4πε0R3
c

[ ∫

B1

dq1

∫

B2

r2dq2 −
3

R2
c

∫

B1
dq1

∫
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r2(Rc · r2)dq2 +

3

R2
c

∫
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Rc · r1dq1
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B2
r2dq2

(A.14)

=
1

4πε0R3
c

[
Q1q2 −

3

R2
c

Q1

∫
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r2(Rc · r2)dq2 +

3

R2
c

(Rc · q1)q2 (A.15)

=
1

4πε0R3
c
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Q1q2 −

3

R2
c

Q1(−[Q2]Rc + tr([Q2])/2Rc) +
3

R2
c

(Rc · q1)q2 (A.16)
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1
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c
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3Q1
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c

tr([Q2])Rc +
3(Rc · q1)

R2
c

q2

]
(A.17)

The third part of the force F22 is similar in form to F21 with the r2 being replaced with a −r1.

F22 =
1

4πε0R3
c

∫

B1

∫

B2

−r1

(
1− 3(Rc · r2 −Rc · r1)

R2
c

)
dq2dq1 (A.18)

=
1

4πε0R3
c
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3Q2

R2
c

[Q1]Rc −
3Q2

2R2
c

tr([Q1])Rc +
3(Rc · q2)

R2
c

q1

]
(A.19)

The total force is then expressed as

F2 =
1

4πε0R3
c

[(
Q1Q2 +

3Q2

2R2
c

tr([Q1]) +
3Q1

2R2
c

tr([Q2])− 3Q1

R2
c

Rc · q2 +
3Q2

R2
c

Rc · q1 +
3Q2

R2
c
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− 15Q1

2R4
c

RT
c [Q2]Rc −

15Q2

2R4
c

RT
c [Q1]Rc −

15

R4
c

(Rc · q2)(Rc · q1)
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Rc

+Q1q2 +
3Q1

R2
c

[Q2]Rc +
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R2
c

q2 −Q2q1 +
3Q2

R2
c

[Q1]Rc +
3(Rc · q2)

R2
c

q1

]
(A.20)

This equation is visualized in Table A.1, where the common factor of 4πε0R
3
c is omitted, allowing

easy ordering of terms based on which measures (Q, q, [Q]) they incorporate. They are also ordered

by the dimensionless ratio r/Rc where r is a characteristic dimension of either spacecraft. As the

spacecraft move farther and farther away, the higher order terms in this variable matter less and

less. The zeroth order term is in the upper left, the two boxes with two terms each are the first

order terms, and the three boxes containing twelve terms along the diagonal are the second order

terms. This table allows easy selection of the force terms needed for appropriate fidelity.
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Table A.1: Force ordering matrix

Q1 q1 [Q1]

Q2 Q1Q2Rc
3Q2

R2
c

(Rc · q1)Rc −Q2q1

3Q2

2R2
c
tr([Q1])Rc

− 15Q2

2R4
c

(RT
c [Q1]Rc)Rc

+ 3Q2

R2
c

[Q1]Rc

q2 Q1q2 − 3Q1

R2
c

(Rc · q2)Rc

3
R2

c
(q2 · q1)Rc

− 15
R4

c
(Rc ·q2)(Rc ·q1)Rc

+ 3(Rc·q1)
R2

c
q2 + 3(Rc·q2)

R2
c

q1

[Q2]

3Q1

2R2
c
tr([Q2])Rc

− 15Q1

2R4
c

(RT
c [Q2]Rc)Rc

+ 3Q1

R2
c

[Q2]Rc
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As might be expected, the force expression is symmetric, if one changes the sign on all Rc

terms and switches the subscripts the force on body 1 is found to be equal in magnitude but

opposite in direction to the force on body 2. This satisfies Newton’s 3rd law.

A.2.2 Torque Derivation

The torque on body 2 is given by T2 =
∫
B1

∫
B2
r2 × dF , where the same binomial expansion

as before is used to approximate dF to second order.

T2 =
1

4πε0R3
c

∫

B1

∫

B2

r2 × (Rc + r2 − r1)

(
1 − 3(Rc · r2 −Rc · r1)

R2
c

)
dq2dq1 (A.21)

Because of the extra r2, many of the terms in the differential force expansion become third order

and are neglected. The differential torque has three parts corresponding to the r2 × Rc, r2 × r2

and r2 × r1 components. The middle term is zero and the first and third are labeled by T20 and

T21 , respectivley. T20 is evaluated first:

T20 =
1

4πε0R3
c

∫

B1

∫

B2

r2 ×Rc

(
1− 3(Rc · r2 −Rc · r1)

R2
c

)
dq2dq1 (A.22)

= − 1

4πε0R3
c

Rc ×
∫

B1

∫

B2

r2

(
1− 3(Rc · r2 −Rc · r1)

R2
c

)
dq2dq1 (A.23)

Where higher order terms in the binomial expansion are neglected. The integral is identical to the

force integral in Eq.(A.13) evaluated earlier, and is written down from inspection as:

T20 = −Rc ×
[
Q1q2

R3
c

+
3(Rc · q1)q2

R5
c

+
3Q1[Q2]Rc

R5
c

]
(A.24)

The other part of the torque comes from the r1 and is evaluated below:

T21 = − 1

4πε0R3
c

∫

B1

∫

B2

(r2 × r1)dq2dq1 (A.25)

The binomial expansion here is truncated to just the first term because the r2× r1 term is already

second order. This gives

T21 = − 1

4πε0R3
c

q2 × q1 (A.26)
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The total torque is found by summing T20 and T21 to yield

T2 =
1

4πε0R3
c

[
Q1q2 ×Rc +

3(Rc · q1)q2 ×Rc

R2
c

− 3Q1Rc × [Q2]Rc

R2
c

+ (q1 × q2)

]
(A.27)

This equation is visualized in Table A.2 which follows Table A.1 in omitting the factor of 4πε0R
3
c

and grouping terms by their order in the dimensionless ratio r/Rc. Terms closer to the upper left

corner are lower order.

Table A.2: Torque ordering matrix

Q1 q1 [Q1]

Q2

q2 Q1q2 ×Rc

3
R2

c
(Rc · q1)q2 × Rc +

(q1 × q2)

[Q2] − 3
R2

c
Q1Rc × [Q2]Rc

As expected, there are no zeroth order terms, in fact there are no terms at all corresponding

to the scalar charge Q2. Unlike the force expansion, the torque is not symmetric, i.e. T1 6= −T2.

This is because the torque on body 1 and body 2 are not measured about the same point, but

rather the center of mass of each body. If all torques are measured about the same point, such as

the barycenter of the system, the torques are equal and opposite and cancel out and are not able

to change the angular momentum of the system.


	Introduction
	Background and Motivation
	Literature Review
	Spacecraft Charging
	Electrostatic Force Prediction
	Electromagnetic Orbital Effects

	Dissertation Outline
	Contributions
	Publications
	Journal Papers
	Conference Papers


	Spacecraft Charging
	The Geosynchronous Orbit Charging Environment
	Spacecraft Charging
	Electron and Ion Thermal Currents
	Secondary Electron Emission
	Electron Backscattering
	Mean Yields
	Photoelectric Current
	Beam Current

	Time-Varying Charging Solutions
	Equilibrium Charging Solutions
	Electrostatic Tractor Equilibrium Charging
	Debris Equilibrium Charging

	Spacecraft Charging Conclusions

	Electrostatic Force and Torque estimation
	Plasma Shielding
	Appropriate Fidelity Measures
	Flat Electrostatic Field Simplification
	Susceptibilities of the Measures
	Numerical Validation
	Analysis and Applications

	The Method of Moments Foundations for MSM
	The Multi-Sphere Method
	The Method of Moments
	Comparison of Methods
	MoM inspired MSM models
	Two Body Force and Torque

	MSM Models for Dielectric Spacecraft
	Method of Images Analysis
	Truth Model Development
	Conductor Solutions
	Dielectric MSM Methodology
	Optimization Constraints
	Performance and Time Analysis


	Orbital Effects of Electromagnetic Perturbations
	Charged Debris Effects
	Orbital Impact Considering Only Charging
	Numerical Propagation of Nominal Case Including Charging
	Comparison of Torques for General Objects
	Section Conclusion

	Statistical Charged Debris Effects
	Electric Field Models
	Propagation Model
	Propagation Model Results
	Statistical Analysis
	Section Conclusions

	Time-Varying Electrostatic Tractor Analysis
	Pulsed Beaming Monte Carlo Analysis
	Monte-Carlo Based Force Analysis
	Re-Orbiting Analysis
	Equal Power Analysis
	Single Power Level
	Section Conclusions

	Equilibrium Electrostatic Tractor Analysis
	Average Force Analysis
	Relative Sizing Analysis
	Pulsing Analysis
	Orbit Raising
	Section Conclusions


	Conclusions
	Future Work
	Geometrically Realistic Spacecraft Charging
	Empirical SEE Model
	Optimal Design of Tug Vehicle
	Laboratory Experiments


	 Bibliography
	AFM Force and Torque Derivation
	Fundamental AFM Expansion Terms Definition
	Inter-Craft Electrostatic Reactions 
	Force Derivation
	Torque Derivation




