
AAS 22-563

REINFORCEMENT LEARNING FOR SMALL BODY SCIENCE
OPERATIONS

Adam Herrmann∗ and Hanspeter Schaub†

On-board planning and scheduling will become a requirement for future missions
to small bodies due to the uncertainty in the environment and round-trip light-time
delay. Reinforcement learning is well-suited for on-board planning and scheduling
because of the observation-action-observation feedback loop. This work formu-
lates a Markov decision process for a small body science operations problem. The
objective of the MDP is to maximize the sum of targets imaged and downlinked
and the amount of spectroscopy map collected and downlinked while avoiding
resource constraint failures. In contrast to past work, this formulation of the prob-
lem considers attitude dynamics, fuel consumption, and available power. Deep
Q-Learning is applied to train a policy that is compared to a representative refer-
ence mission scenario. Deep Q-Learning manages to compute a policy that avoids
some resource constraint violations and complete a portion of the science objec-
tives. However, it does not reach the expected reward achieved in the reference
mission scenario.

INTRODUCTION

Missions to small bodies such as asteroids and comets present several challenges for planning
and scheduling. First and foremost, apiori uncertainty regarding the environment about small bod-
ies necessitates the development of tools that can quickly adjust to the discovered environmental
parameters upon arrival to the body. Secondly, large navigational uncertainties can lead to chal-
lenges in resource modeling and science operations. Either the uncertainty in task execution times
and resource consumption must be handled explicitly in the scheduling algorithm or a buffer must be
added to the end of every task to account for variations in execution time and resource consumption.
Finally, the round-trip light-time delay can present challenges, especially during critical maneuvers
such as Touch-and-Go (TAG). While these challenges are often addressed by work in autonomous
guidance, navigation, and controls (GNC), planning and scheduling must be able to support rapid
changes in the trajectory due to autonomous GNC.

On-board planning and scheduling has been implemented on several missions in recent decades.
The ASPEN and CASPER systems developed by the Jet Propulsion Laboratory have been used
in various forms for the Earth-Observing 1 mission,1, 2 IPEX mission,3 and even the Perseverance
Rover.4, 5 Recently, Markov decision processes (MDPs) and reinforcement learning (RL) have been
posed as candidates for on-board planning and scheduling, particularly in the Earth-orbiting do-
main.6, 7 Reinforcement learning is attractive for on-board planning and scheduling because of
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the observation-action-observation feedback loop. The agent selects the next action based on the
current state of the environment. Furthermore, reinforcement learning algorithms are capable of
finding optimal policies for a given Markov decision process. In practice, optimality is difficult
to achieve because of the assumptions made when casting a real-world problem as an MDP, but
high-performing policies, often outperforming humans, have been demonstrated repeatedly in the
literature.8, 9 In the small body domain, deep RL has been applied to global mapping for shape
modeling and target imaging. Chan and Agha-Mohammadi formulate a small body mapping prob-
lem as a partially-observable Markov decision process (POMDP) where the objective is to improve
the quality of a map assembled using stereophotoclinometry (SPC).10 The authors apply the RE-
INFORCE algorithm to generate policies over the belief-space, showing that the trained policies
perform better than heuristic policies. Piccinin et al. formulate a global mapping problem for SPC
as an MDP.11 In this problem, the spacecraft enters an orbit about the body, and the decision-making
agent determines whether or not to take an image. The authors compare Deep Q-Learning (DQN)
and Neural Fitted Q (NFQ) learning, showing that these two algorithms outperform random and
heuristic policies. Takahashi and Scheeres formulate a surface imaging problem about a small body
as an MDP where the output of the policy is a change in elevation and a transfer time, which is
fed into a two-point boundary value solver that generates a fuel-optimal control solution.12 An ex-
tended Kalman filter is implemented to provide a state estimate to the two-point boundary value
problem solver and decision-making agent. The authors apply Proximal Policy Optimization to
train decision-making agents, showing how autonomous GNC technologies may be combined with
reinforcement learning for surface imaging.

Past work has demonstrated how various proximity operations problems about small bodies may
be formulated as (PO)MDPs and solved with reinforcement learning algorithms. However, these
problem formulations typically fail to account for resource constraints such as on-board storage
and power. Because on-board storage is not modeled, communication with the ground is typically
left out of the problem formulations as well. Attitude guidance and control and its relation to the
aforementioned resource constraints, particularly power, is also not considered. The addition of
these aspects of the problem are important because they have serious implications for the learned
policies. Furthermore, while many of these problem formulations add partial observability, the
impact of partial observability on performance, particularly the quality of science observations, is
not explored. It should also not be assumed that the navigation architecture supports continuous
measurement updates. Instead, one should assume that the measurement update either requires
communication with the ground or dedicated imaging for optical navigation, which means that
the estimation error covariance should grow between navigation updates. This work formulates
a small body science proximity operations problem with on-board storage, power consumption
and generation, data downlink, and attitude guidance and control. This work does not add partial
observability or navigation updates to the problem formulation, which future work will address.

This paper first provides an overview of the small body proximity operations mission phases,
from approach to landing, and defines them using past missions as examples. Then, the small body
science operations problem of interest is defined. A Markov decision process formulation of the
problem is presented, and the Basilisk simulation used to model the problem is described in detail.
An overview of the methods used to solve the Markov decision process is presented, namely Deep
Q-Learning. Finally, preliminary results are presented and discussed. A human-designed reference
mission scenario is presented and compared to the Deep Q-Learning results.
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SMALL BODY PROXIMITY OPERATIONS PHASES

Small body proximity operations may be decomposed into several different phases, each with its
own objectives and data products. Each of these phases may be thought of as separate operations
problems where the science and data products from one phase are utilized in the next. Past work
in spacecraft autonomy for small body exploration has defined these mission phases in various
ways.13, 14 This work will provide its own summary for clarity. Because these phases are defined
using concepts of operations from several different missions, the boundaries between them are fluid.
Ashman et al. provide a detailed summary of the Rosetta operations phases,15 and Lauretta et al.
provide a summary of the OSIRIS-REx operations phases.16 The phases this work defines are a.)
Approach, B.) Characterization, C.) Science Operations, D.) Landing. The characteristics of each
are summarized in Table 1.

Table 1: Small Body Mission Phases

Approach Characterization Science Operations Landing

Data
Products

Body Ephemeris,
Spin State,
Preliminary
Shape Model

Preliminary Science,
Gravity Estimate,
Improved Shape Model

Science Maps, Landing
Site Images, Detailed
Shape Model

Surface Science

Optical
Navigation

Centroid-Based Centroid-Based Feature-Tracking Feature-Tracking

Dynamics Approach
Trajectory

Hyperbolic Fly-bys Orbital Motion,
Inertial Waypoints,
Low-Altitude Fly-bys

Descent & As-
cent Trajectory

Analogous
Rosetta
Phases

Far Approach
Trajectory

Close Approach
Trajectory and
Characterization

Global Mapping, Close
Observation

Philae

Analogous
OSIRIS-
REx Phases

Approach Preliminary Survey Detailed Survey,
Orbital B,
Reconnaissance

Touch-And-Go

The first phase is the approach phase. During the approach phase, the spacecraft performs tra-
jectory correction maneuvers to rendezvous with the asteroid. During this phase, a low fidelity
shape model is constructed, a refined estimate of the spin state is gathered, and the ephemeris of the
body is improved.14 This phase is analogous to Rosetta’s Far Approach Trajectory (FAT) Phase and
OSIRIS-REx’s Approach Phase. The second phase is typically a characterization phase. During
this phase, the spacecraft enters the body’s sphere of influence, performing hyperbolic flybys about
the body. The shape model is improved, preliminary science data is gathered, and an estimate of
the body’s gravitational parameter is generated. This phase is analogous to Rosetta’s Close Ap-
proach Trajectory (CAT) and Characterization Phase and OSIRIS-REx’s Preliminary Survey Phase.
Finally, the spacecraft enters the science operations phase, which may be decomposed further into
more specific operations phases depending on the mission. This is when the detailed science cam-
paign about the body begins, which is highly dependent on the mission. During this phase, the
spacecraft either enters into a stable orbit about the body, transfers between or holds a position at
an inertial waypoint(s), or performs low-altitude fly-bys about the body. This also marks the tran-
sition from centroiding-based optical navigation to feature-tracking optical navigation. This phase
typically includes some sort of mapping to build temperature maps, reflectance maps, and identify
candidate landing sites. In the case of Rosetta, the Global Mapping and Close Observation Phases
fall into this category. In the case of OSIRIS-REx, the Detailed Survey, Orbital B, and Reconnais-
sance Phases fall into this category. The final phase of proximity operations is often some sort of
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landing phase. In the case of Rosetta this includes the landing of the Philae lander, and in the case
of OSIRIS-REx this includes the Touch-and-Go phase.

PROBLEM STATEMENT

Small Body Science Operations Problem

This works formulates a small body science operations problem where a spacecraft maneuvers
between waypoints defined in the sun-asteroid Hill frame, performing science activities while man-
aging on-board resources such as power and data storage. The objective is to maximize the number
of targets imaged and downlinked and the amount of mapping performed and downlinked. There
are two simultaneous science objectives - spectroscopy mapping and high-resolution target imag-
ing. For the spectroscopy mapping, there are j = 3 separate maps that must be collected, one at
each of the following solar longitudes: λ = {90◦, 30◦,−30◦}. Each map is represented by a set
of k = 500 points, Mj , evenly distributed on the surface of the body, where j is the map number.
These points are generated using a Fibonacci lattice. The high resolution imagery is represented by
a set of surface targets that are referred to as T. The spacecraft has pre-planned access with the deep
space network (DSN) once every 24 hours. Furthermore, the spacecraft must avoid collision with
the body as it maneuvers between waypoints. This small body science operations problem is most
closely related to the OSIRIS-REx Detailed Survey Phase. However, this work adds additional way-
points (i.e. maneuvers are not only performed in the northern and southern solar latitudes), moves
the spacecraft closer to the body, and increases the half field-of-view of the mapping instrument.
This is primarily done to reduce the amount of time the spacecraft is coasting in regions where there
is no science value, decreasing the simulation time required to complete the mapping campaign. To
complete the mission, the spacecraft enters different modes of operation. These spacecraft modes
abstract the continuous, low-level behaviors of the spacecraft (i.e. attitude guidance and control,
instrument status, etc.) into discrete modes of operations. These modes are shown in Figure 1.

Target Imaging Mode

Mapping Mode

Charging Mode

Maneuver

Communications 
Mode

Figure 1: Flight Modes

The waypoints the spacecraft maneuvers between are defined in the sun-asteroid Hill frame. The
spacecraft maneuvers between or holds its position at specific waypoints, performing the tasks in
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Figure 1 as the asteroid rotates beneath it. The waypoints are evenly distributed across six solar
longitudes and latitudes, as shown in Figure 2, numbering 36 in total. In Figure 2a, the dotted lines
represent the solar longitudes where spectroscopy mapping may take place. The ô1 vector denotes
the direction of the sun. There are three maps in total that must be collected. In Figure 2b, the
various latitudes are displayed. Mapping may occur at any of these latitudes if the spacecraft is at
the correct solar longitude. During the Detailed Survey Phase, OSIRIS-REx had seven total maps to
collect, each at a specific solar longitude. Furthermore, the mapping had to take place at a relatively
narrow band of solar latitudes. This work selects three maps at specific solar longitudes and removes
the narrow solar latitude requirement to maintain minimal simulation time.

-150 deg
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-30 deg 30 deg

90 deg

150 deg

⊙ ô3
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(a) Solar longitudes (λ).
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(b) Solar latitudes (φ).

Figure 2: Solar longitudes and latitudes. Dotted lines represent the solar longitudes of the three
maps, λ = {90◦, 30◦,−30◦}.

Markov Decision Process

The small body science operations problem is formulated as a Markov decision process. A
Markov decision process a sequential decision-making problem in which an agent selects an ac-
tion ai in some state si following a policy π : S × A, which maps states to actions. The agent
observes a new state si+1 and receives a reward ri. The reward is a function of the state and ac-
tion taken, R : S × A → R. Markov decision processes follow the Markov assumption. The
next state is conditionally dependent only on the current state and action. This may be stated
as T (si+1|si, ai) = T (si+1|si, ai, si−1, ai−1, ..., s0, a0), where T (si+1|si, ai) is the probability of
transitioning to state si+1 given si and ai. All relevant state information for the purposes of main-
taining this assumption must be included in the state space.

State Space The state space, S, is designed to retain enough information to satisfy the Markov
assumption. A complete list of the state space is provided in the bulleted list below:

• Hill frame spacecraft position, Ors/c
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• Hill frame spacecraft velocity, Ovs/c

• Hill frame position of nearest imaging target, Ortnearest

• Hill frame position of current waypoint target, Orwref

• Hill frame position of previous waypoint target, Orwprev

• Number of imaged targets

• Number of downlinked targets

• For map Mj , j =1:3:

– Amount of region 1 mapped

– Amount of region 2 mapped

– Amount of region 3 mapped

• Battery charge

• Eclipse indicator

• Data buffer storage

• ∆v consumed

• Ground station indicator

Geometric information is included in the state space to capture the spatial relationship between the
science objectives. It can also provide information on resource management states and the risk of
collision. These states include the spacecraft position, spacecraft velocity, position of the nearest
imaging target, position of the current waypoint, and position of the previous waypoint. These states
are all expressed in the Hill frame, O : {ô1, ô2, ô3}, which is computed using the asteroid’s orbit
about the sun.

Several states are also included to provide a measure of science objective completion. The number
of imaged and downlinked targets in T are included in the state space. For each map Mj , the
mapping points are partitioned into three equally sized groups based on the value of the z-component
of the body-fixed position of the mapping points. The body frame of the asteroid is defined as A :
{â1, â2, â3}. The three regions are displayed in Figure 3. This state provides the agent information
on which regions still need to be mapped.

Finally, several states are included to retain information on resource constraints and safety. The
data stored in the buffer and ground station indicator provide state information for the on-board data
system. The battery charge and eclipse indicator provide information for the purposes of power
management. The available ∆v state indicates how much fuel the spacecraft has available to use.

Each state is normalized to a range of approximately [-1, 1]. The spacecraft position, position
of the nearest imaging target, and position of the current and previous waypoint are all normalized
by the radius of the body. The number of imaged and downlinked targets, the mapped regions, and
resource states are all normalized by their respective max values such that they are within a range
of [0, 1].
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Figure 3: Map regions.

Action Space A mode-based planning approach is taken in the action space. A spacecraft mode
turns certain models on or off and sets the attitude reference for a prescribed amount of time, ab-
stracting continuous low-level behavior into higher-level abstractions of spacecraft behavior. Each
mode lasts for 2,000 seconds, with the exception of the mapping mode. The mapping mode lasts
for 4,000 seconds, which is approximately one full rotation of the body. The action space, A, is
provided by the bulleted list below:

• Charge

• Waypoint Reference Actions

– φref = φref + 30o, λref = λref

– φref = φref + 30o, λref = λref + 60o

– φref = φref , λref = λref + 60o

– φref = φref − 30o, λref = λref + 60o

– φref = φref − 30o, λref = λref

– φref = φref − 30o, λref = λref − 60o

– φref = φref , λref = λref − 60o

– φref = φref + 30o, λref = λref − 60o

• Map

• Image

• Downlink

In the charging mode, the spacecraft turns off all instruments and the transmitter and points the
solar panels at the sun to charge the battery. The action space also includes eight separate waypoint
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reference change actions. When a waypoint reference change action is taken, the current waypoint
reference wref = {φref , λref} changes to the selected adjacent waypoint reference. If one of these
modes is selected, the last time the waypoint was changed is checked to see if a new waypoint
can be selected. The current waypoint does not change unless 8,000 seconds have passed since the
last switch to ensure convergence to the current waypoint. After each change, the new waypoint
latitude and longitude is checked to ensure it is wrapped to the appropriate latitude and longitude
boundaries. An example of this is provided in Figure 4. The nominal transitions are shown in the
dotted green line. Wrapped transitions are shown in the solid red line.
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Figure 4: Waypoint reference transitions.

In the mapping mode, the spacecraft points the mapping instrument at the asteroid. Data is
collected in the on-board storage unit, and only the portion of the map collected within requirements
is considered mapped. Mapping requirements are provided in Table 2. In the imaging mode, the
spacecraft points the imager at the nearest target and attempts to take an image of the target. The
image is collected if the spacecraft is within the elevation and range requirements of the target
image. In the downlink mode, the spacecraft points the transmitter in the direction of the Earth.
Data is downlinked once the spacecraft is within elevation and range requirements of the DSN and
the prescribed downlink time occurs.

Table 2: Science Requirements

Imaging

Elevation 60o

Attitude Error Norm 0.1 rad

Mapping

Elevation 45o

Instrument Half-FOV 22.5o

Solar Longitude Tolerance 1o

8



Reward Function The reward functionR(si, ai, si+1) is a piecewise function of the current state,
action, and next state. The return at state i is given by:

ri =



−10 if failure

1

|T |
H(cj) if ¬failure ∧ ai is image

1

3|M |
∑3

j

∑|Mj |
k H(mj,k) if ¬failure ∧ ai is map

10

|T |
H(cj)

∑|T|
j H(dj) +

10

3|M |
∑3

j

∑|Mj |
k H(fj,k) if ¬failure ∧ ai is downlink

0 otherwise

(1)

If the agent fails, a failure penalty of -10 is returned and the episode terminates. The failure condition
is true if the spacecraft expends all charge in the battery, overfills the data buffer, or collides with the
body. Mathematically, this is represented as with Equation (2), where z is the normalized charge of
the battery and b is the normalized data buffer level.

failure = (z = 0 ∨ b ≥ 1 ∨ any(||Hrs/c|| ≤ rast) (2)

A functionH(xj) is formulated to check if the state variable x is false at step i and true at step i+1,
returning 1 if these conditions are met.

H(xj) = 1 if ¬xji ∧ xji+1 (3)

The variable cj represents whether or not target j has been imaged. If the imaging mode is initiated
and a failure does not occur, target j is checked to determine if it was imaged for the first time. This
reward component is normalized by the total number of targets.

The variablemj,k represents whether or not mapping point k for map number j has been mapped.
If the mapping mode is initiated and a failure does not occur, all map points are checked to determine
if they were collected for the first time or not. The summation of this reward is normalized by 3|M |
such the total possible reward for this component totals to 1.

The variable dj represents whether or not target j has been downlinked, and the variable fj,k
represents whether or not mapping point k for map number j has been downlinked. Both the set
of targets and all map points are looped through to determine if they have been downlinked for
the first time or not. Both the imaging and mapping components are multiplied by 10 and divided
by the total number of targets or mapping points such that the maximum possible reward for each
component is 10.

Transition Function Due to the continuous dynamics of the small body proximity operations
science problem, it is difficult to construct a transition function with conditional probabilities that
accurately captures state transitions. The transition function is instead represented by a generative
model G(si, ai) given in Equation (4). The generative model returns a new state si+1 and reward ri
by integrating equations of motion forwards in time.

si+1, ri = G(si, ai) (4)
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The Basilisk astrodynamics software architecture17 is used to construct the simulation, which mod-
els the complex behavior of the spacecraft and environment. The Basilisk simulation is wrapped
within a Gym environment. The Gym environment provides a standard interface for the agent to
interact with the Basilisk simulation.

Simulation Architecture

Basilisk Simulation Overview A Basilisk simulation is implemented to serve as the generative
transition function for the MDP. In Figure 5, the task groupings and modules in the Basilisk sim-
ulation are provided. Several flight software tasks are implemented. These include a Sun-pointing
task, Earth-pointing task, target-pointing task, map-pointing task, MRP control task, and a waypoint
feedback control task. Depending on the flight mode, these tasks are turned on or off, primarily to
determine which attitude reference should be used. A summary of each task’s status in each flight
mode is provided in Table 3. The sun-pointing, earth-pointing, target-pointing, and map-pointing
tasks all use Basilisk’s locationPointing() module and output an attitude guidance message
which includes the MRP attitude error σB/R. The attitude guidance message is ingested by the
mrpFeedback() module, which outputs a commanded torque. This commanded torque is uti-
lized by the rwMotorTorque() module to compute reaction wheel motor torques and send a
motor command message to the three reaction wheel state effectors in the dynamics task.

Table 3: Basilisk Model and Task Status in Different Modes

Modes
Basilisk Tasks & Models Charge Waypoint Change Map Image Downlink

Sun-Pointing Task Enabled Enabled Disabled Disabled Disabled
Earth-Pointing Task Disabled Disabled Disable Disabled Enabled
Location-Pointing Task Disabled Disabled Disabled Enabled Disabled
Map-Pointing Task Disabled Disabled Enabled Disabled Disabled
MRP Control Task Enabled Enabled Enabled Enabled Enabled
Waypoint Control Task Enabled Enabled Enabled Enabled Enabled
Mapping Task Disabled Disabled Enabled Disabled Disabled
Imager Power Model Off Off Off On Off
Imager Data Model Off Off On On Off
Mapping Power Model Off On Off Off Off
Mapping Data Model Off On Off Off Off
Transmitter Power Model Off Off Off Off On
Transmitter Data Model Off Off Off Off On

The waypoint feedback control task utilizes a feedback control law to regulate the state of the
spacecraft to the desired Hill frame waypoint. The feedback control law outputs a force command,
which the externalForceTorque() dynamics module utilizes to pass the commanded force
to the spacecraft. The thrust is computed with the following equation:

u = −(f(x)− f(xref ))− [K1]∆x1 − [K2]∆x2 (5)

The derivation of the relative dynamics are not discussed here for brevity, but may be found in
work from Scheeres18 and Takahashi.19 In this problem, f(x) is computed using a cannonball
SRP model, third body perturbations from the sun, and point-mass gravity from the asteroid. The
feedback control law provides no guarantees on fuel optimality. Future work should consider the
use of a Lambert solver to compute a fuel-optimal two-burn solution. However, the feedback control
law fulfills the function of a control solution from one waypoint to another. Furthermore, the total
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Figure 5: Basilisk Simulation Diagram

∆v can be computed and compared to the ∆v budget. For the purposes of this planning problem,
this simple solution is sufficient.

In addition to several flight software tasks, a dynamics tasks is also implemented which holds
the majority of the modules in the simulation. Gravity effectors for the asteroid, sun, and the Earth
are implemented. A planetNav() module is also implemented for the asteroid, which creates an
ephemeris message utilized by the relevant flight software modules. Likewise, a simpleNav()
module performs the same function, but for the spacecraft state. The planetNav() and the
simpleNav() modules can optionally add noise to the states to imitate a navigation system. This
work does not add noise to these states.

Several dynamics modules are connected to the spacecraft. As previously stated, the com-
manded force is passed to the spacecraft with the extForceTorque() module. Additionally,
a solarRadiationPressure() module is implemented. A cannonball SRP module is uti-
lized. Finally, each reaction wheel state effector is connected to the spacecraft for the purposes of
attitude control. Lastly, the eclipse() module utilizes the state of the asteroid and the spacecraft
to indicate whether or not the spacecraft is in eclipse.
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A representative power system is modeled on-board the spacecraft. At the center of the power
system is a simpleBattery() module. The battery receives power generation and consumption
messages from each other power module to compute the storage level at each time step. Solar panels
are modeled using the simpleSolarPanel() module, which computes power generation based
on the area of the panels, the efficiency of the panels, and the solar incidence angle. Instrument and
transmitter power models are also implemented with the simplePowerSink() module.

An on-board data system is also modeled. This system is modeled using two tasks - the dynamics
task and the mapping task. The dynamics tasks is always on, but the mapping pass is disabled for
all modes except for the mapping mode. This is done to minimize required computation. In the
mapping task, three groundMap() modules are connected to a mappingInstrument(). The
groundMap() module loops through each mapping point and checks for three things: a.) the
spacecraft is within the elevation requirements of the point, b.) the point is within the instrument’s
field-of-view, and c.) the spacecraft is within the required solar longitude band. A vector of ac-
cess messages are then passed to the mappingInstrument(), which passes the data on to a
partitionedStorageUnit(). This partitionedStorageUnit() in the maping task
keeps track of the points that have been imaged and those that have not. This serves a different
function than the partitionedStorageUnit() in the dynamics task. In the dynamics task,
two simpleInstrument() modules are implemented. One simpleInstrument() mod-
ule is used in conjunction with the simpleInstrumentController() to image the ground
targets if the imaging mode is entered. The other simpleInstrument() module is used keep
track of the amount of data generated by mapping. This module provides a scalar value for data
generated and does not keep track of the specific points. Both of these instruments pass the data to
the partitionedStorageUnit() in the dynamics task.

Initial Conditions The parameters of the spacecraft may be found in Table 4. The modeled
spacecraft is a small satellite used frequently in past work. These parameters were balanced to
create a scenario in which the spacecraft must make tradeoffs between resource constraints, science
collection, and downlink. The initial conditions for the asteroid orbit, size, and rotation may be
found in Table 5. These parameters are based on those of Bennu,20 with the exception of the radius
and mass which were slightly increased.

DEEP Q-LEARNING

This work implements Deep Q-Learning from the Tensorflow Agents library, which is based on
work from Mnih et al.21 The Tensorflow Agents library provides collection of tools for designing,
implementing, and testing reinforcement learning algorithms.22 Deep Q-Learning aims to approx-
imate the optimal state-action value function using a deep neural network. The state-action value
function is described by the equation below, which states it is the expected value of all future return
given the current state si and some action ai, following a policy π:

Q∗(s, a) = max
π

E[ri + γri+1 + γ2ri+2 + · · · |si = s, ai = a, π] (6)

The parameters of the deep neural network, i.e. the weights and biases, are referred to as θk,
where k is the iteration number. The neural network representation of the state-action value function
is referred to asQ(s, a; θk). Furthermore, tuples of the agent’s experience (si, ai, ri, si+1) are stored
in a replay buffer D. The replay buffer is sampled uniformly at each iteration to compute the loss.
The state-action value network is updated with the following loss function:
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Table 4: Spacecraft Parameters

General Spacecraft Parameters

Mass 330 kg
Dimensions 1.38 x 1.04 x 1.58 m
∆v Budget 40 m/s

Power System

Solar Panel Area 1.0 m2

Solar Panel Efficiency 0.20
Instrument Power Draw 30 W
Transmitter Power Draw 15 W
Battery Capacity 100 Whr

Data & Communications System

Data Buffer Storage Capacity 125 GB
Transmitter Baud Rate 120 Mbps
Instrument Baud Rate 8 Mbps
Map Instrument Baud Rate 8 Mbps

Table 5: Asteroid Parameters

Orbital Parameters

Semi-Major Axis, a 1.1259 AU
Eccentricity, e 0.016975
Inclination, i 0.0027666 deg
Long. of Ascend. Node, Ω 177.42 deg
Arg. of Periapsis, ω 284.26 deg
True Anomaly, f 357.30 deg

Size and Rotation

Shape Spherical
Rotation Period 4.297461 hr
Radius 800 m
Mass 5.278e12 kg
Gravitational Constant 352.25 m3/s2

Lk(θk) = E(s,a,r,s′)∼U(D)

[(
r + γmax

a′
Q(s′, a′; θ−k )−Q(s, a; θk)

)2]
(7)

After training, the learned state-action value function can be utilized to create a deterministic
policy.

π(si) = arg max
ai

Q(si, ai; θ) (8)

Deep Q-Learning is applied to the small body science environment. The neural network is up-
dated 800 times during training. During each update, 50 episodes are executed to generate data with
the new policy. This data is added to the replay buffer, and the network is updated. Five evaluations
with the new policy are performed on the environment to measure the average reward. A summary
of the training parameters are provided in Table 6.
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Table 6: DQN training hyperparameters.

Parameter Value

Nodes Per Hidden Layer 200
Hidden Layers 3

Activation Function tanh
Batch Size 64
Optimizer Adam

Replay Buffer Size 10,000

RESULTS

Reference Mission

A reference mission scenario is designed to validate the simulator and determine an upper bound
on reward. The reference mission scenario is designed such that the spacecraft collects the three
spectroscopy maps in succession, traveling up and down the solar latitudes at the solar longitudes
corresponding with each map. The trajectory in the Hill frame is provided in Figure 6. The space-
craft trajectory is shown in blue, and the asteroid-sun line is provided using the red line. The orange
points represent the location of the mapping points in the Hill frame at t = 0. Similarly, the green
points represent the imaging targets at t = 0.
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Figure 6: Hill frame trajectory.

The first leg of the trajectory occurs at the λ = 90o solar longitude. The spacecraft begins at
the southern-most latitude, which is an ideal case as the location is randomized in training. The
spacecraft moves from southern to northern latitudes, periodically switching between mapping and
selecting the next waypoint. The spacecraft enters the charge mode at the northern-most latitude
before moving to the next solar longitude, λ = 30o. The spacecraft moves from the northern
latitudes to the southern latitudes, performing a charge-downlink-downlink-charge mode sequence
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about halfway down to empty the data buffer. The downlink modes are accompanied by charging
modes because the transmitter consumes a relatively large amount of power. At the southern latitude
of the second leg, the spacecraft moves to the next solar longitude, λ = −30o, performing more
mapping and waypoint transitions as it moves from southern latitudes to northern latitudes. Halfway
through the third leg, the spacecraft performs a charge-charge-downlink-downlink mode sequence
to downlink the map data. Once at the northern latitude, the spacecraft transitions to a final solar
longitude, moving from south to north while periodically imaging. The spacecraft ends the scenario
with two downlink modes, sending the rest of the data on-board the spacecraft to the DSN.
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Figure 7: Spacecraft trajectory in the asteroid body frame.
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To qualitatively evaluate the coverage of the body, the trajectory of the spacecraft in the asteroid’s
body frame is plotted in Figure 7. The green dots represent the mapping points the spacecraft col-
lected within requirements. The red dots represent the body-fixed positions of the imaging targets.
The spacecraft is able to collect the majority of each map in the reference mission scenario using a
single traversal through all of the latitudes. The total ∆v cost is 20.0 m/s.

Spacecraft resources throughout the scenario are provided in Figure 8. The spacecraft maintains
a healthy amount of stored power throughout the reference scenario. The minimum amount of
stored power is about 72% of the maximum capacity. Furthermore, the spacecraft is able to almost
empty the data buffer during each downlink mode. It is important that the spacecraft downlinks at
each possible opportunity in this scenario. Skipping an access interval would result in a data buffer
overflow. Recall that the DSN is constrained by both physical and temporal access. In addition to
range and elevation requirements, downlink may only occur within the specified intervals. In this
scenario, all of the specified intervals occur when only the Goldstone station is available.
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Figure 8: Spacecraft resources and DSN access.

Finally, the reward achieved by the spacecraft is plotted in Figure 9. The theoretical maximum
reward is 20. This assumes all map points and imaging targets have been captured and downlinked
without failure. However, the reward achieved in the reference mission scenario provides a realistic
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upper bound on performance.
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Figure 9: Reference mission reward.

Deep Q-Learning

Preliminary results are generated utilizing Deep Q-Learning. The smoothed average reward
achieved by Deep Q-Learning in training is provided in Figure 10. The DQN policy manages to
achieve positive reward, but the policy has not learned mapping and does a poor job of managing
resources. The policy attempts to image and downlink the ground targets alone. The agent fails
periodically as well. The majority of the failures are either exceeding the ∆v budget or running
out of power. The agent does a decent job of avoiding collision, learning that care must be taken
when moving waypoints at the poles when angle wrapping can set the spacecraft on a collision
course with the body. Future work will investigate two potential remedies for these issues. First,
the total possible mapping reward, relative to the imaging reward, will be doubled or tripled. A
larger reward signal for mapping may help balance the two science objectives. Secondly, alternative
reinforcement learning algorithms like Proximal Policy Optimization (PPO) will be investigated.
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Figure 10: DQN average reward.
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CONCLUSION

This work formulates a small body science operations problem as a Markov decision process
(MDP). The objective of the problem is to maximize the amount of map data collected and down-
linked as well as the number of surface images collected and downlinked. A generative model of
the problem is developed using the Basilisk astrodynamics software. A reference mission scenario
is designed to validate the Basilisk model and provide a realistic upper bound on reward. Deep Q-
Learning is implemented to train a neural network representation of the state-action value network.
Preliminary results show that the DQN agent struggles to match the reward achieved in the refer-
ence mission scenario. The learned policy prioritizes imaging, downlink, and collision avoidance,
ignoring power and ∆v resource constraints. This is not surprising, however, due to the weakness
of the DQN algorithm.

Future work will first investigate a.) alternative reinforcement learning algorithms and b.) changes
to the action space to produce policies that can meet or exceed the reward achieved in the reference
mission scenario for arbitrary initial conditions. Afterwards, future work will take steps to imple-
ment a more representative GNC system. A two-point boundary value solver will be utilized to
compute fuel-optimal two-burn maneuvers between waypoints. A navigation system will also be
implemented, either assuming completely autonomous on-board navigation or a hybrid approach
with DSN range and range-rate measurements provided during communication periods. Once the
navigation system is implemented, a POMDP formulation of the problem will be created. This
problem formulation will include dedicated navigation update modes. Agents will be trained over
the belief space generated by the navigation system, and the effect of the state uncertainty on science
observations and safety states will be investigated.
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